ISSN 2587-814X (print), ISSN 2587-8158 (online)
Russian version: ISSN 1998-0663 (print), ISSN 2587-8166 (online)

BUSINESS
INFORMATICS

HSE Scientific Journal

A. Yu. Varnukhov, D.M. Nazarov

Product matching in digital marketplaces:
Multimodal model based on the transformer

() (Y1111 00) (PR 7

A.L Denisova, D.A. Sozaeva, K.V. Gonchar

Development of recommendation systems to improve
the efficiency of regulated procurement in the electric
POWET INAUSITY. 1vvvueeeeeeeeeieeeiiitteeeeeeeeeeeeeeeeee e eeeeeeeeeeeeessnssannnnnns 25

EV. Krasnov, F.I. Kurushin

A customer avatar model based

on Kolmogorov—Arnold NEtWOTKS..........ceevvuueneeeiiiieeeiiieeeeeiineeeeeennnss 41

PA. Mikhnenko

Mathematical model and intelligent system
for analyzing the intensity of megaproject changes:

the role of temporary change management hubs ..............cccceevviiiieinnnnn. 54

Yu.S. Ezrokh, A.V. Snytnikov,
E. Yu. Skorobogatykh
Parallel implementation of the simplex method

in matrix form using the PyTorch library for economics

and management ProbIEmIS...........evuuuuruniereeeeeeeeeeereiriiiieeeeeeeeeeeeeesssenes 77

V.I. Budzko, V.I. Medennikov

Ecosystem approach to strategic management

on the example of agrCUITUTE. ..........uvuuueeeeeeieeieeeieiiiiieeeeeeeeeeeeeeeeeeaaans 89

Vol. 19 No. 2 - 2025

Publisher:
HSE University

The journal is published quarterly

The journal is included
into the list of peer reviewed
scientific editions established
by the Supreme Certification
Commission of the Russian Federation

Editor-in-Chief
E. Zaramenskikh
Deputy Editor-in-Chief
E. Babkin

Computer making-up
O. Bogdanovich

The cover design
O. Bogdanovich
using the Kandinsky 3.0 Service
(fusionbrain.ai)
Website administration

1. Khrustaleva

Address:

26-28, build. 4, Shablovka Street
Moscow 119049, Russia

Tel./fax: +7 (495) 772-9590 *28509
http://bijournal.hse.ru

E-mail: bijournal@hse.ru

Circulation:
English version — 100 copies,
Russian version — 100 copies,

online versions in English and Russian —
open access

Printed in HSE Printing House

44, build. 2, Izmaylovskoye Shosse,
Moscow, Russia

© HSE University



usiness Informatics is a peer reviewed interdisciplinary academic journal published

since 2007 by HSE University, Moscow, Russian Federation. The journal is

administered by HSE Graduate School of Business. The journal is issued quarterly,
in English and Russian.

The mission of the journal is to develop business informatics as a new field within both
information technologies and management. It provides dissemination of latest technical
and methodological developments, promotes new competences and provides a framework
for discussion in the field of application of modern IT solutions in business, management
and economics.

The journal publishes papers in the following areas: modeling of social and economic
systems, digital transformation of business, innovation management, information systems
and technologies in business, data analysis and business intelligence systems, mathematical
methods and algorithms of business informatics, business processes modeling and analysis,
decision support in management.

The journal is included into the list of peer reviewed scientific editions established by the
Supreme Certification Commission of the Russian Federation.

The journal is included into Scopus, Web of Science Emerging Sources Citation Index
(WoS ESCI), Russian Science Citation Index on the Web of Science platform (RSCI),
EBSCO.

The journal is distributed both in printed and electronic forms.



EDITOR-IN-CHIEF
Evgeny P. Zaramenskikh

HSE University, Moscow, Russia

DEPUTY EDITOR-IN-CHIEF

Eduard A. Babkin
HSE University, Nizhny Novgorod, Russia

EDITORIAL BOARD

Sergey M. Avdoshin
HSE University, Moscow, Russia

Andranik S. Akopov
Central Economics and Mathematics Institute, Russian Academy
of Sciences, Moscow, Russia

Fuad T. Aleskerov
HSE University, Moscow, Russia

Alexander P. Afanasyev
Institute for Information Transmission Problems (Kharkevich
Institute), Russian Academy of Sciences, Moscow, Russia

Anton A. Afanasyev
Central Economics and Mathematics Institute, Russian Academy
of Sciences, Moscow, Russia

Vladimir B. Barakhnin
Federal Research Center of Information and Computational
Technologies, Novosibirsk, Russia

Alexander P. Baranov
Federal Tax Service, Moscow, Russia

Jorg Becker

University of Munster, Munster, Germany

Alexander G. Chkhartishvili
V.A. Trapeznikov Institute of Control Sciences, Russian Academy
of Sciences, Moscow, Russia

Tatiana A. Gavrilova
Saint-Petersburg University, St. Petersburg, Russia

Hervé Glotin
University of Toulon, La Garde, France

Vladimir A. Gurvich
Rutgers, The State University of New Jersey, Rutgers, USA

Laurence Jacobs
University of Zurich, Zurich, Switzerland

Iosif E. Diskin

Russian Public Opinion Research Center, Moscow, Russia

Dmitry V. Isaev

HSE University, Moscow, Russia

Alexander D. Ivannikov
Institute for Design Problems in Microelectronics, Russian
Academy of Sciences, Moscow, Russia

Valery A. Kalyagin
HSE University, Nizhny Novgorod, Russia

Tatiana K. Kravchenko
HSE University, Moscow, Russia

Sergei O. Kuznetsov

HSE University, Moscow, Russia

Kwei-Jay Lin

Nagoya Institute of Technology, Nagoya, Japan
Mikhail I. Lugachev

Lomonosov Moscow State University, Moscow, Russia

Svetlana V. Maltseva
HSE University, Moscow, Russia

Peter Major
UN Commission on Science and Technology for Development,
Geneva, Switzerland

Boris G. Mirkin

HSE University, Moscow, Russia

Dmitry M. Nazarov

Ural State University of Economics, Ekaterinburg, Russia

Dmitry E. Palchunov

Novosibirsk State University, Novosibirsk, Russia

Panagote (Panos) M. Pardalos
University of Florida, Gainesville, USA

Oscar Pastor
Polytechnic University of Valencia, Valencia, Spain

Joachim Posegga
University of Passau, Passau, Germany

Konstantin E. Samouylov
Peoples’ Friendship University, Moscow, Russia

Kurt Sandkuhl

University of Rostock, Rostock, Germany

Olga Stoyanova
HSE University, St. Petersburg, Russia

José M. Tribolet
Universidade de Lisboa, Lisbon, Portugal

Olga A. Tsukanova
Saint-Petersburg University, St. Petersburg, Russia

Mikhail V. Ulyanov
AVECO, Ljubljana, Slovenia

Raissa K. Uskenbayeva

Kazakh National Technical University after K.I. Satpaev,
Almaty, Kazakhstan

Markus Westner

Technical University for Applied Sciences (OTH Regensburg),
Regensburg, Germany



onsistently ranked as one of Russia’s top universities, HSE University is a leader in
Russian education and one of the preeminent economics and social sciences universities
in Eastern Europe and Eurasia.

Having rapidly grown into a well-renowned research university over two decades, HSE sets itself
apart with its international presence and cooperation.

Our faculty, researchers, and students represent over 50 countries, and are dedicated
to maintaining the highest academic standards. Our newly adopted structural reforms support
both HSE’s drive to internationalize and the groundbreaking research of our faculty, researchers,
and students.

Now a dynamic university with four campuses, HSE isa leader in combining Russian educational
traditions with the best international teaching and research practices. HSE offers outstanding
educational programs from secondary school to doctoral studies, with top departments and
research centers in a number of international fields.

Since 2013, HSE has been a member of the 5-100 Russian Academic Excellence Project,
a highly selective government program aimed at boosting the international competitiveness
of Russian universities.



SE Graduate School of Business was created on September 1, 2020. The School will
become a priority partner for leading Russian companies in the development of their
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Abstract

In this paper we analyze the problem of intelligent product matching in digital marketplaces for which
one requires evaluation of similarity of various records that describe products but may differ in format,
content or volume of multimodal data. The subject area of this scientific research represents an intersection
of entity resolution (ER) problem solving methods: record matching and multimodal data analysis. It
is of extreme relevance in a fast-growing platform economy with the e-commerce market expanding
exponentially. The main purpose of this research is to develop and test an intelligent multimodal model
based on transformer architecture to improve the accuracy and robustness of product matching in digital
marketplaces. The authors developed a model integrating textual, visual and tabular attributes which
enables us to identify similar products, find competitive offers, detect duplicates and perform product
clustering and segmentation in a more effective manner. The proposed approach is based on the self-
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attention mechanism which enables contextual-semantic relations modeling of various-nature data. In
order to extract the vector representation of text descriptions, language models are applied, in particular
the Sentence-BERT architecture; for the graphical component Vision Transformer is used; and tabular
data are processed using specialized learning mechanisms based on TabTransformer structured data. The
experiment we carried out demonstrated that the developed multimodal model efficiently solves the task
of product matching in digital marketplaces in an environment of significant variability of product items
and data heterogeneity. Additionally, the results suggest that the model can be adapted successfully for
application in other product categories. The results obtained confirm the efficiency and expediency to
apply the multimodal approach for digital marketplace product matching implementation. This allows the
e-commerce market participants to significantly improve the quality of inventory management, increase

pricing efficiency and strengthen their competitive advantages.

Keywords: digital marketplace, contextual-semantic identification, competitive offers search, product matching,
machine learning, deep learning, transformer architecture, data mining
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Introduction

he rapid development of the platform econ-

omy in recent decades has been driven by

the emergence and widespread adoption of
digital platforms serving as intermediaries between
buyers and sellers. Marketplaces as digital platforms
enable sellers to access a broad audience, while pro-
viding buyers with convenient services for searching
and comparing product offers from various sellers. At
the same time, managing product data and matching
have become a complex scientific challenge the res-
olution of which inextricably affects both the direct
and indirect economic performance indicators of all
participants in e-commerce platforms. Direct indica-
tors include factors influencing the choice of pricing
model, while indirect indicators involve such aspects
as the effectiveness of product promotion, accuracy
of recommendations and consumer satisfaction. It is
also evident that these direct and indirect indicators

are causally linked. The relevance of this research is
determined by the growing volume of e-commerce
markets and expanding assortment of goods on digi-
tal platforms, which create a need for more advanced
mathematical and instrumental methods in econom-
ics capable of automated and even intelligent and reli-
able product matching within a large flow of hetero-
geneous information in digital marketplaces.

From a scientific point of view, the issue of prod-
uct matching (identification of product records) is
closely related to the task of entity resolution (herein-
after referred to as ‘ER’), which is a process of align-
ing entities while accounting for potential duplicates.
However, in the context of marketplaces, this prob-
lem is extended by the use of multimodal data in the
product description. Indeed, product descriptions in
marketplaces generally include not only textual infor-
mation but also images and characteristics presented
in a tabular form.



Below is a brief review of reference literature
divided into two logical sections: personalization with
regard to the specifics of e-commerce, and ER in the
context of algorithmic approaches to matching.

A number of studies representing the scien-
tific foundation of this research focus on analyzing
user behavior, developing recommendation systems
and evaluating the features of product categories in
e-commerce (H. Angermann, M. Mao, F.-T. Abdul
Hussien, A. Fletcher, P. Ristoski, M. Cheung, et al.).
Most researchers emphasize the importance of an
integrated approach application to process the tex-
tual descriptions, images and metadata in order to
improve recommendation accuracy and detect hidden
relationships within large datasets (big data). Analysis
of these studies in the context of matching highlights
the need to apply multimodal data processing tech-
nologies to accurately match not only product titles
and characteristics but also their visual attributes.

Another line of research within the subject area
of this study involves classical tasks such as dupli-
cate record detection, entity matching and the devel-
opment of algorithms for accurate data integration
(W.W. Cohen, S.S. Aanen, J. Devlin, A.K. Elmagar-
mid, N. Reimers, J. Wang, H. Kopcke, et al.). The
works of these authors examine various similarity met-
rics, including Levenshtein distance and its analogs,
language models and case-based learning methods
enabling the construction of patterns for identification
of potential matches. Additionally, the issue of scala-
bility of solutions is often raised, from the development
of batch-processing software to high-load systems pro-
cessing dynamic data streams in real time. The rapid
advancement of deep learning architectures, particu-
larly those based on transformers caused a shift from
automated feature search to intelligent methods detect-
ing complex patterns. These approaches are especially
relevant for digital marketplaces, where the prompt-
ness and reliability of processing large-scale data with
various economic properties, including price dynamics
represent crucial factors.

Thus, the existing research confirms the impor-
tance of applying advanced economic and mathemat-
ical methods in the development of product match-
ing systems in marketplaces based on multimodal
data processing. However, several questions remain
open in the reviewed literature: how to optimally
combine features, which approaches are most effec-
tive for analyzing multimodal data, and how to adapt
the developed models to the new products and data
sources. This study proposes a multimodal model
based on a transformer architecture that can process
data from various sources and enables the sequen-
tial and efficient integration of different modalities
through an attention mechanism and multi-level
representations for more accurate product matching.
The approach proposed contributes to the mathemat-
ical and instrumental methods in economics aimed
at building robust systems for big data analysis, while
also supporting scalability and accommodating the
high dynamism of e-commerce platforms. The scien-
tific contribution of this paper includes the develop-
ment and validation of an approach that allows for
the simultaneous integration of textual, visual and
tabular data within a unified modular system based
on a transformer architecture.

The aim of this study is to develop and validate
such a model that ensures high accuracy and robust-
ness in product matching across large datasets of
product listings, which are typically found in modern
digital marketplaces.

The article is divided into four sections. The first
section is devoted to the potential and applicabil-
ity of product matching on digital marketplaces.
The second section analyzes the existing approaches
and formulates the product matching task for digital
marketplaces. The third section presents the devel-
opment of a multimodal product matching model for
digital marketplaces (MMMP). The fourth section
discusses the application of the model for evaluating
product similarity in the Wildberries digital market-
place.



1. Potential and applicability
of product matching
in digital marketplaces

Product matching refers to the process of align-
ing (linking) products to determine which items are
identical or essentially similar, ensuring that the same
product is correctly recognized even if it appears under
different titles, descriptions, or identifiers. For exam-
ple, when equivalent models of a smartphone from the
same brand are offered by different sellers in market-
places, their specifications, images and even the nam-
ing format may vary significantly.

Product matching is a fundamental component
widely used in various modern digital ecosystems,
including marketplaces, classified ad platforms,
e-commerce services and other online platforms.
From the buyer’s perspective, product matching sig-
nificantly enhances the shopping experience by ena-
bling quick and easy comparison of similar product
offerings from different sellers [1]. For example, by
implementing a product matching system that consoli-
dates similar listings into a unified and well-structured
collection of comparable offers, buyers can be spared
the need to look through numerous variations within
the same product category. Such a system would pro-
tect buyers from encountering duplicate or mislead-
ing offers that often make product selection a confus-
ing and time-consuming task. Instead, buyers would
be able to quickly compare prices, reviews, and seller
ratings, which ultimately improves search relevance,
enhances overall shopping satisfaction and supports
more informed and rational decision-making. More-
over, product matching can also be used to generate
personalized recommendations based on the analysis
of consumer behavior [2], preferences and past pur-
chases, helping to discover the most suitable products,
increasing commitment and enhancing the overall
value of the platform.

From the seller’s perspective, product matching
helps analyze competitive offers [3], enabling them

to adjust and develop their pricing strategies based on
real-time market trends [4]. Digital marketplaces accu-
mulate vast amounts of product data; however, without
proper processing and structural organization, much
of this information remains fragmented, inconsistent
and difficult to analyze effectively. For instance, many
sellers list the same product on platforms with slight
variations in the name, images, description, or charac-
teristics. Without product matching, sellers are forced
to manually track and compare thousands of listings,
which is a highly time-consuming and costly process
prone to errors. Automated identification and linking
of similar products make it possible to consolidate scat-
tered information into a unified coherent data reposi-
tory which becomes a valuable source for further analy-
sis and decision-making based on the current market
environment. Possessing such a data source enables the
application of algorithmic pricing models that rely on
market assessments, as they allow for real-time moni-
toring of competitor prices and market demand fluctua-
tions. This opens the door to dynamic pricing strategies.
As a result, sellers can adapt their offerings in real time
according to consumer behavior and the existing mar-
ket environment, ensuring that product prices remain
competitive and attractive to buyers without affecting
margins. Such flexibility enables the identification of
emerging trends and allows for proactive responses to
seasonal fluctuations, promotional activities and eco-
nomic shifts, ultimately contributing to long-term and
sustainable development in the highly competitive digi-
tal platform market. Product matching also plays a cru-
cial role in advertising and marketing campaigns. One
of its main advantages in this context is the ability to
optimize advertising costs. By correctly identifying sim-
ilar products offered by other sellers, unnecessary com-
petition can be avoided, helping to eliminate wasted
expenditures and redirect the budget toward more
profitable niches. In addition to advertising, product
matching also enhances cross-selling opportunities. By
intelligently linking complementary, frequently pur-
chased, or otherwise related items, sellers can create
more attractive offers for consumers.



Another important application of product match-
ing algorithms lies in their role in fighting fraud and
detecting counterfeit goods, thereby assisting platform
operators in maintaining trust, safety and the integ-
rity of ecosystems [5]. With the rapid development and
growing influence of e-commerce platforms on public
life, incidents involving fraudulent listings, counterfeit
items, and deliberately misleading products are becom-
ing increasingly common, posing a serious challenge to
the industry. Such illicit activities not only harm end
consumers but also undermine overall trust in digital
platforms and the business of law-abiding sellers [6].
The need for counterfeit detection is especially crucial
in many product categories, such as electronics, phar-
maceuticals and cosmetics. In these segments, coun-
terfeit goods can pose not only financial risks but also
direct threats to consumer health and safety. In this
context, product matching algorithms serve as a vital
tool for preventing the appearance of listings and offers
from unauthorized resellers or the sale of low-quality
counterfeit products disguised as reputable brands.

Based on the above, it is reasonable to conclude that
the potential and capabilities of product matching go
well beyond the scope of a simple tool for solving a
single task. It can be stated that product matching is
a fundamental technology that enables the optimiza-
tion of various business processes, supports fraud pre-
vention and enhances the efficiency of pricing strate-
gies which ultimately contributes to the creation of a
more transparent and user-friendly ecosystem for all
the participants in the e-commerce market, including
both consumers and sellers.

2. Analysis of existing approaches
and formulation of product matching
problem in marketplaces

2.1. Product matching based
on attribute value similarity
and set-theoretic methods

Product attribute matching based on value sim-
ilarity can be referred to fundamental matching

approaches relying on comparison of textual and
numerical fields across various characteristics to
determine how closely they align [7]. Textual attrib-
utes are typically assessed using metrics such as Lev-
enshtein distance, Jaro-Winkler distance or TF-IDF
(Term Frequency — Inverse Document Frequency),
which allows for determination of how similar two
text fragments are while accounting for differ-
ences in spelling [8]. Numerical attributes (e.g.,
price, weight, dimensions, etc.) are usually evalu-
ated by calculating absolute or relative deviations.
Once individual similarity metrics are created and
computed for each attribute, they are aggregated
(commonly through a weighted sum) to produce
an overall similarity evaluation between products
being compared. If the indicator obtained exceeds
a predefined threshold, the products are considered
similar. Additionally, in the set-theoretic approach
each product listing is designed as a set of atomic
elements (of features, n-grams, tokens, etc.). Simi-
larity between items is determined using classical
metrics such as the Jaccard, Serensen—Dice, or the
Simkovich—Simpson index. Due to the computa-
tional simplicity, this approach provides high speed
and easy scalability. However, it ignores word order
and context, which significantly limits its accuracy.
Key advantages of this approach include its relative
simplicity, transparency and ease of implementa-
tion. However, its main limitations lie in handling
large and diverse product categories, dealing with
low-quality or noisy data and its severely restricted
ability to capture semantic meaning.

2.2. Product matching based
on a rule-based expert system

A natural extension of the attribute value compari-
son approach is the development of rule-based sys-
tems [9, 10]. Rule-based product matching is built
using expert-defined logical constructs that describe
the functioning of a specific domain and help deter-
mine the degree of similarity between products being



assessed. Each rule typically evaluates a subset of well-
defined attributes and applies simple logical condi-
tions or threshold values (e.g., “If the brand name is
identical and the Levenshtein distance between model
names is less than two, then the two products can be
considered similar”). Since this approach relies on
system of rules directly encoding the expert knowl-
edge, it is generally quick and easy to understand.
However, when applied to broad and complex prod-
uct categories, the rule system can become cumber-
some and difficult to maintain. It also requires con-
stant manual updates and enhancement. Moreover,
because each rule must be determined manually by
domain experts, the system is prone to human error
and ultimately turns out to be insufficiently adaptive
and excessively overloaded.

2.3. Product matching
based on taxonomies
and ontologies

These methods rely on in-depth contextual and
semantic analysis of domain-specific information
and use structured representations to map relation-
ships between products and their attributes in the
form of a knowledge graph [11, 12]. These relation-
ships can indicate shared characteristics (e.g., belong-
ing to a certain brand or product family), hierarchi-
cal inheritance or descriptive associations. Modeling
data through a dependency graph allows for deeper
exploration of available information by incorporat-
ing context, internal relationships between entities
and hidden patterns. Instead of relying solely on
pairwise attribute comparison, this approach ena-
bles the identification of complex dependencies, the
use of intricate logical relationships and the evalua-
tion of structural features in aggregate. Additionally,
the constructed ontologies and taxonomies can make
a significant contribution to the standardization or
alignment of fragmented information, which is par-
ticularly important when integrating data from mul-
tiple sources [13]. Key advantages of this approach

include its holistic perspective, which enables the dis-
covery of clusters and related components of equiv-
alent products by analyzing entire subgraphs some-
times revealing matches missed by simpler methods.
However, building and maintaining a comprehensive
knowledge graph as a rule represents a labor-inten-
sive and resource-demanding process that requires
regular updates as a product assortment expands or
new data sources emerge. Furthermore, incomplete
or inconsistent taxonomies and ontologies can dra-
matically affect matching accuracy, which potentially
negates the benefits of this approach.

2.4. Product matching
based on machine learning

Machine learning and deep neural network
approaches treat the product matching as an objec-
tive functional optimization task [14, 15]. In this
formulation, a pre-trained model evaluates a set
of product attributes and determines whether they
correspond to an equivalent item. Classical machine
learning methods begin with choice and engineer-
ing a feature collection to construct a representa-
tive description of a product. These engineered fea-
tures are then passed into a binary classifier (such
as logistic regression, random forest or support vec-
tor machines (SVM), etc.) which is trained to dis-
tinguish similar products based on dependencies in
the original attribute space. Application of these
methods requires a labeled dataset with indication
of target class labels, enabling the model to learn
how similarities and differences in features affect
the probability of a match. While classical machine
learning methods can achieve high predictive accu-
racy, they rely on labels, strong domain expertise
and meticulous engineering of initial attributes,
which necessitate ongoing adaptation in case of
changes in data or their distribution. Deep learn-
ing methods significantly reduce or even eliminate
the need for costs related to manual feature engi-
neering by automatically learning patterns from raw



data. Common base models include recurrent neu-
ral networks (RNNs), long short-term memory net-
works (LSTMs) and convolutional neural networks
(CNNs). These models process the input attributes
to generate embedding representing characteristic
vector which is then used to assess product similar-
ity. Key advantages of deep learning models include
their ability to more accurately handle noisy or het-
erogeneous data, absence of need for manual fea-
ture engineering, and greater robustness when pro-
cessing previously unknown inputs. However, they
also face challenges in capturing and interpreting
semantic meaning and still require availability of
labeled data.

2.5. Formulation of the task
for product matching
in marketplaces

Based on the analysis and the operational specif-
ics of digital marketplaces, it becomes clear that typi-
cal challenges in product matching include: ambigu-
ous descriptions and the use of marketing terms, data
duplication and missing information, multi-format
inputs (text descriptions, images, tabular attrib-
utes) and varying levels of details. All these factors
increase the risk of incorrect matches or, conversely,
missed potential matches. Therefore, it is necessary
to develop a multimodal model capable of processing
both the visual component and product characteris-
tics while accounting for their semantic meaning. This
task formulation reflects the heterogeneous nature of
the data and the high variability of the digital environ-
ment. Relying solely on attributes is often insufficient
and can result in matching errors, especially when key
product differences are visible in images. In a simi-
lar manner, images alone can be ambiguous or appear
almost identical. Thus, by integrating these compo-
nents into a single system, the model will be able to
perform product matching more effectively and com-
prehensively.

3. Multimodal product
matching model
for marketplaces (MMMP)

Let there be a set of product information cards
Q=1{p, p,, p; -, p,} containing information about
each product. The task is to design a model ¥ (1) that
maps the set £ into a space R? such that the resulting
vector representation enables the assessment of simi-
larity between any pair of products from £2 according
to (2), where S is a similarity measure:

Wp) = (X, X, X;, ..., X,); P, €82, (1)

S:R'xR'— [0, 1]. 2)

Since the model must process multiple modalities,
its conceptual representation can be decomposed into
component parts as shown in (3):

ll/(p’) = Concat (lpﬁile(pi)’ ¢image(pi)’ lpmemdata(pi)); pi € Q’ (3)

where ¢, encodes the product name into a vector rep-
resentation;

. encodes the product image into a vector repre-
image
sentation;

¥, wiwe €NCOdes the product attributes into a vector

representation.

Since it is necessary to account for context and
semantic meaning, this paper proposes using the trans-
former architecture introduced in [16] as the founda-
tion. It is known that this architecture can represent
textual data in vector form and, due to its attention
mechanism combined with deep neural networks, it
effectively captures semantic and contextual features
[17]. Unlike traditional embedding generation models
such as Word2Vec [18] and GloVe [19], which assign
a fixed vector to each word, the transformer generates
dynamic, context-dependent embeddings. This means
that the same word can have different representations
depending on the context in which it appears in a sen-
tence. Given that this paper focuses on vector repre-



sentation, only the encoder block of the transformer is
relevant. The encoder architecture consists of three key
components: a multi-head self-attention mechanism,
a residual connection and normalization layer and a
feedforward neural network. Let us examine the main
transformations involved.

Let there be a set of input tokens 7= {7, 7,, 1,, ...,  },
each of which is associated with its own embedding as
defined in (4):

Embed: 7, — e, e R, 4)

where d

model

corresponds to the dimensionality of the
model’s embeddings.

To account for the order of elements, positional
encoding of the form (35, 6) is used:

. . oS
PE(pOS,2l):SIH(1()OOIZ)mj, (5)
) 0S
PE(Pos,Zl + 1) = COS(I()O()]:)—ZWW} (6)

where pos is the position in sequence;

i is the dimensionality.

Then, the input to the first encoder block is given
by (7):

X= (e1 +pe,e, +pe,,....e + pen)e]R"Xd’""df’. (7)

Each encoder block contains an attention mecha-
nism component that uses query (Q), key (K) and value
(V) matrices, which are defined as follows in (8):

Q=XW?2 K=XWKV=xw"
W WE W e R (8)

where WP, WX and WY are the trainable parameters of
the model;

d, is typically defined as the ratio of d, , to the number

model

of attention heads.

The attention-based importance score is computed
according to (9):

i

The transformer architecture uses multiple attention

T
Attention(Q, K,V )= softmax{QK jV. )

heads, which are concatenated as shown in (10) and (11):

head, = Attention (Q, K, V), (10)

MultiHead(X) =

= Concat (head,, head,, head,, ... head )W°,  (11)

where the matrix W7 is also a trainable parameter of
the model.

An important component of the transformer archi-
tecture is the residual connection [20] and normaliza-
tion layer [21], applied after the attention mechanism
as shown in (12):

X, = LayerNorm (X + MultiHead(X)).  (12)
Each encoder block also includes a feedforward neu-
ral network, typically in the form of a two-layer MLP
(13) with a nonlinearity such as ReLU (or GeLU):
FFN(X ) = max(0, X

attn I/Vl—}_bl)I/VZ-i_bz’ (13)
after which, the residual connection and normali-
zation layer is applied again. The output from one
encoder block is then transferred sequentially through
N similar encoder blocks, producing the final output. A
conceptual representation of the encoder architecture

is shown in Fig. 1.

The task of determining the similarity between prod-
uct titles requires a reliable representation of sentence
semantics that allows for effective and accurate com-
parison of textual content. Traditional transformer-
based models, such as BERT (Bidirectional Encoder
Representations from Transformers) [22], have dem-
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e Embed

onstrated significant success across a wide range of nat-
ural language processing (NLP) tasks. However, BERT
is optimized for token-level tasks and does not gener-
ate fixed-size, holistic sentence-level embeddings. To
overcome this limitation, Sentence-BERT [23] is pro-
posed, which is specifically designed to generate sen-
tence-level embeddings and employs a Siamese neural
network architecture. Unlike BERT, which processes
each pair independently, Sentence-BERT encodes
input into a dense fixed-size vector enabling efficient
computation of cosine similarity between sentences
in vector space. Moreover, Sentence-BERT can learn
using contrastive loss functions of the form (14), which
explicitly optimize the model for identifying semantic
similarity between sentences rather than just capturing
contextual token-level relationships:

L=0-y)||fe)-fG) +

+y max(0,m [ £ () - £ ), (14)

where x, and x,are a pair of items;

Y, is a binary label that takes the value 0 if the objects
are similar, and 1 if they are different;

m defines the margin that separates the items.

Based on the above and in line with the stated task,
this study proposes using Sentence-BERT to generate

Multi-Head
Attention

Add Add
& —> FFN _— & ——
Norm Norm

__________________________________

high-quality sentence embeddings that enable effective
assessment of similarity on the basis of semantic rela-
tionships between product titles presented in textual
form. In this way, we obtain a robust implementation
of the ¢
dings, we apply cosine similarity as the similarity met-
ric (15):

... component. Using the generated embed-

Sim(e;, ) (15)

_a
el

To define the visual component of the model D iage
it is important to consider that digital platforms host
alarge variety of products with significant differences
in image quality, angle, lighting, shadows, and the
positioning of elements. These factors collectively
render traditional similarity assessment methods
insufficiently effective. It is known that traditional
convolutional neural networks, such as ResNet [24]
and EfficientNet [25] are widely used for image sim-
ilarity search. However, these models rely on local
convolutions and therefore have a fixed receptive
field, which can limit their ability to capture distant
or disjoint relationships between elements within
an image. In product matching, fine-grained rela-
tionships between elements such as logos, labels,
and shapes are crucial, and CNNs often struggle to
effectively process such dependencies. Furthermore,



CNNs tend to be highly sensitive to the aforemen-
tioned variations in images, which raises further
concerns about their suitability for solving the cur-
rent task. To address this issue, this study proposes
the use of the vision transformer (ViT) architecture,
as described in [26]. The vision transformer (ViT)
processes images as a sequence of patches and uses
an attention mechanism to capture both local and
global relationships within the image. Unlike CNNs,
which extract features in a hierarchical manner, the
vision transformer analyzes the entire image simul-
taneously, allowing it to dynamically focus on the
most relevant areas. This distinctive property makes
ViT particularly useful for assessing the similarity
of clothing items, electronics and consumer goods,
where differences in texture, brand placement, and
various distortions can significantly impact the final
similarity score. Another important advantage of the
vision transformer in the context of this task is its
high robustness to occlusions in images. For exam-
ple, ViT can correctly identify a product model even
if the brand logo is partially obscured or the image
is captured from a different angle, something tradi-
tional CNNs typically struggle with. It is also worth
noting that vision transformers offer strong poten-
tial for integrating image and its textual description
to compute semantic similarity between them [27].
This is especially valuable in product search scenar-
ios, where different textual attributes (such as title,
description, brand, model, etc.) and the correspond-
ing image can be associated to check compliance.

Based on the above, this study proposes defining
‘/)imuge as a multistage pipeline consisting of pretrain-
ing, fine-tuning and subsequent evaluation.

In the first stage, we perform initial training on
a large dataset to learn generalized representations
and extract fundamental features. Let f, denotes a
vision transformer (ViT) parameterized by 0 and let
there be a dataset containing images of all products
I={x,x,, x,, ..., x }. Using the self-supervised distil-
lation method DINO [28], we optimize according to

(16) and generate an initial embedding for each prod-
uct image as shown in (17):

0" =arg min Lg, (f,, ). (16)
0

eizf[Q‘(x,.)inel, (17)

In the second stage, we adapt the vision trans-
former. To do this, we use subsets of product images
obtained by dividing I into categories and price seg-
ments, and by performing fine-tuning according to
(18):

2
[ eo=7 ()], -

L =max >

S AR A

(18)

where x_ is the anchor object;
x, denotes the object similar to the anchor;

x, represents the object that is different from both x,
and X,

After completing the fine-tuning process, we use
(15) to evaluate the similarity between any pair of vec-
tor representations e, and e. The described pipeline
ensures high efficiency and accuracy of the ¢/,  com-

image

ponent.

When defining the third component of the model
¥, oudara 1L 18 important to consider that product char-
acteristics in digital
ous types of data, such as numerical variables (e.g.,
weight, volume, or dimensions) and categorical vari-
ables (e.g., configuration, color, or composition).
Traditional approaches often rely on multilayer per-

marketplaces include vari-

ceptrons (MLPs) or ensemble methods, which fre-
quently struggle to detect complex interactions in a
multitude of diverse features, in the absence of prior
feature engineering. Given the nature and specifics
of the domain, it is reasonable to assume that certain
features within the tabular representation of prod-
uct attributes may interact with each other in a non-
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Fig. 2. Architecture of the v

trivial way. These interactions are crucial for the task
at hand, as even minor differences (such as between
“cotton” and “poly-cotton” in composition) can
significantly impact the perceived identity of char-
acteristics. As previously discussed, the core of the
transformer architecture is the attention mechanism,
enabling detection of how the attributes are inter-
related. The context-dependent embeddings gener-
ated by the transformer form vector representations
that position similar elements close to each other in
the feature space, taking their interrelationships into
account. This enables more accurate differentiation
of similar products based on their available attributes.
Moreover, the attention mechanism effectively iden-
tifies feature interactions in an automated manner,
eliminating the need for domain experts and manual
feature engineering. In addition to its high flexibil-
ity with respect to input features, the transformer is
also effective at handling missing or distorted data,
which is a common issue on large e-commerce plat-
forms. Furthermore, several studies [29, 30] exploring
the application of transformers to tabular data have

\/

component.

metadata

shown that such architectures can outperform tradi-
tional approaches.

Based on the above, the ¢
model is defined using the concept of a tabular trans-
former. The architecture adapted for the task at hand,

component of the

metadata

as proposed in this study, is shown in Fig. 2. To evalu-
ate the similarity between any pair of products using
the tabular transformer, we apply (15).

The proposed tabular transformer architecture
effectively generates vector representations of prod-
uct attributes by applying context-dependent embed-
dings for categorical features, specialized processing
of numerical variables and an attention mechanism
to capture complex interactions. This is particularly
relevant in large-scale and heterogeneous catalogs,
which are typical of digital marketplaces.

After defining all components, the final similarity
measure is specified using a weighted scoring method
as shown in (19):



S(p,p,)=wSim(#,, (2)th,, (1)) +
W, S (8,0 (P) 1,0 (1)) +

. 19
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Here the weighting coefficients w,, w, and w, can be
flexibly adjusted to account for the characteristics and
specific requirements of the matching task.

4. MMMP application
for product similarity assessment
in Wildberries marketplace

As part of the experiment, a decision was made to
conduct a study on products listed on the Wildberries
platform. The primary focus is on the product cat-
egory “Smartphones,” which was chosen due to sev-
eral important factors. First, smartphones are com-
plex technical devices with a wide range of features,
including both numerical attributes (e.g., memory
size, battery capacity, etc.) and categorical attributes
(e.g., brand, operating system, etc.). This makes them
a suitable object for testing in heterogeneous features
environment. Second, the assortment of such devices
in marketplaces is quite extensive and diverse, allowing
the model operation to be examined on highly variable
data. Third, this category is one of the most popular
and in-demand in marketplaces, which adds prac-
tical significance to the results of the study. In com-
bination these factors provide an effective setting for
testing the model’s ability to assess product similarity.
Thus, selecting the “Smartphones” category enables
evaluation of the proposed model under real-world
conditions, offering sufficient complexity and diver-
sity to assess its performance. It follows that a success-
ful application of the model in this product group can
be extended to other categories, including technically
complex goods.

During the experiment, a dataset was collected con-
sisting of 12233 product listings. Each listing contains
information about a specific item available on the plat-

form and includes the following features: X1 — product
image, X2 — product title, X3 — color, X4 — model,
X5 — SIM card type, X6 — operating system, X7 —
operating system version, X8 — warranty period,
X9 — dust and water protection rating, X10 — dis-
play type, X11 — screen size, X12 — screen resolution,
X13 — screen refresh rate, X14 — screen protective
coating, X15 — internal storage capacity, X16 — RAM,
X17 — main camera, X18 — front camera, X19 — lens
features, X20 — built-in flash, X21 — battery capac-
ity, X22 — processor model, X23 — number of pro-
cessor cores, X24 — network standard, X25 — wireless
interfaces, X26 — satellite navigation, X27 — connec-
tor type, X28 — additional features, X29 — package
contents, X30 — product description, X31 — country
of manufacture, X32 — number of SIM cards, X33 —
product condition, X34 — processor clock speed,
X35 — product weight with packaging, X36 — service
life.

A sample of the collected data is shown in 7able 1.

Before using the collected data to train the model,
thorough preprocessing was carried out to ensure data
quality, consistency and suitability for further analy-
sis. These procedures included cleaning, duplicate
removal, handling of missing values, correction of
inconsistencies, normalization of numerical data and
tokenization of textual information. Additionally, out-
lier detection and removal were performed to minimize
the impact of anomalous values.

After training the model, similarity scores were
obtained for the products shown in Table 1, with the
results presented in Table 2. The effectiveness of the
proposed method was also evaluated by comparing it
with a naive baseline approach based on Jaccard index,
applied without prior tokenization.

The experimental part of the study confirmed the
effectiveness of the proposed approach. Specifically,
the data in Table 2 illustrate the example of similar-
ity scores calculated by the MMMP model for four
product listings (Product 1, Product 2, Product 3, and
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Table 1.
Sample of collected data
Product 1 Product 2 Product 3 Product 4
Image
Tite Apple iPhone 16 Pro Max | Apple iPhone 16 Pro Max | Galaxy S24 Ultra 512 GB | Xiaomi 14 12/256 GB 5G
Gold/Desert 512 GB White 1 TB Yellow White RST
Price 168 750 182 267 159 800 77 585
Model iPhone 16 Pro Max iPhone 16 Pro Max S24 Xiaomi 14
0S version i0S18 10S 18 Android 14 Android 14
Warranty period 1 year 1 year 1 year 1 year
. Super Retina XDR OLED | Super Retina XDR OLED .
Display type ProMotion Prolotion Dynamic AMOLED 2X LTPO AMOLED
Screen size 6.9” 6.9" 6.8 6.36"
Screen resolution 2868x1320 2868x1320 3120x1440 2670x1200
Internal storage capacity 512 GB 17TB 512 GB 256 GB
RAM 8 GB 8 GB 12 GB 12 GB
Wireless inferfaces Wi-Fi 7, NFC; Wi-Fi 7; NFC; Wi-Fi; NFG; Wi-Fi; IR-Port; NFC;
Bluetooth 5.3 Bluetooth 5.3 Bluetooth Bluetooth

Product matching in digital marketpla

ces: Multimodal model based on the transformer architecture

19



Table 2.

Product similarity assessment

Product 1 Product 2 Product 3 Product 4

MMMP 1 0.98657 0.877564 0.544109
Product 1

Jaccard 1 0.308 0.11 0.077

MMMP 0.98657 1 0.883621 0.549463
Product 2

Jaccard 0.308 1 0.10 0.11

MMMP 0.877564 0.883621 1 0.670598
Product 3

Jaccard 0.11 0.10 1 0.13

MMMP 0.544109 0.549463 0.670598 1
Product 4

Jaccard 0.077 0.1 0.13 1

Product 4). The highest similarity score (0.98657) is
observed between Product 1 and Product 2, indicat-
ing successful identification of nearly identical items
despite differences in descriptions and data modalities.
Simultaneously less similar items (such as Product 1
and Product 4) received significantly lower similarity
score (0.544109), demonstrating the model’s ability to
correctly distinguish between groups of products with
different sets of attributes and descriptions. Similar
results (0.549463 between Product 2 and Product 4,
and 0.670598 between Product 3 and Product 4) show
that the model is capable of recognizing even subtle
differences in product characteristics while also detect-
ing meaningful patterns in their descriptions. Thus,
the proposed approach reliably identifies both clear
and nuanced matches and avoids incorrect grouping of
products that are, in fact, different.

The results obtained confirm that the transformer-
based multimodal model is capable of effectively
solving the product matching task in the presence
of a wide variety of product listings and heterogene-
ous data sources. Accurate identification of product
records in marketplaces reduces the risk of duplica-
tion and analytical errors, positively impacting all
stages of economic activity within the digital plat-
form ecosystem. It also helps both sellers and buyers
to navigate the product assortment more accurately,
simplifying the decision-making process. Moreover,
the results obtained demonstrate the model’s correct
functioning in relation to the defined task making
possible its application in intelligent product match-

ing in marketplaces.



Conclusion

In the course of this study, the task of intelligent
product matching in digital marketplaces was pro-
posed and solved. This task requires comprehensive
analysis and processing of multimodal data, as well
as the application of modern instrumental methods
within the framework of an economic and math-
ematical model (MMMP). The first section of the
article highlighted the potential of product matching
in marketplaces as typical representatives of digital
platforms and demonstrated the relationship between
intelligent matching capabilities and key economic
performance indicators within the e-commerce mar-
ket. The second section analyzed existing approaches
to entity resolution (ER) and multimodal data anal-
ysis, revealing the core challenge of product record
matching in marketplaces: the fact that products
are described by different sellers with varying lev-
els of details and in different formats (text, images,
tabular attributes, etc.). The third section described
the detailed development process of the multimodal
product matching model (MMMP) whose core is
composed of transformer-based modules for process-
ing textual, visual, and tabular data. The proposed
architecture takes into account the flexibility of the
attention mechanism and is capable of self-learning
as product assortments expand and new unstructured
descriptions emerge with consideration of visual data
components. MMMP enables effective integration of
diverse input data modalities and captures complex
contextual relationships which are critical for accu-
rate determination of product similarity or dissimilar-
ity, considering pricing characteristics.

Finally, in the fourth section, the application of the
proposed model for assessing product similarity in the
Wildberries marketplace was demonstrated, where the
results confirmed the high accuracy and stability of the
MMMP operation.

Thus, the main conclusions of the article can be
summarized in an axiomatic form:

¢ the high relevance of multimodal analysis for product
matching tasks has been substantiated in the context
of the growing diversity of product listings in market-
places;

¢ the potential of transformer architectures for the
integrated processing of textual, visual and tabular
features has been established;

¢ the need for further adaptation of such models to
evolving market conditions has been identified;

¢ the MMMP model has been developed, which can
be used both in academic research of intelligent
product record identification in marketplaces and
for practical purposes by participants in the e-com-
merce market — where matching accuracy is cru-
cially important, for instance, in pricing, and thus
for establishing an equilibrium model of supply and
demand.

The results of this work demonstrate that a well-
designed deep learning architecture that integrates
multiple data modalities provides a significant
advantage over simpler and more narrowly focused
existing solutions. Moreover, the application of such
models contributes to enhancing the transparency
and effectiveness of analytical tools, which ulti-
mately helps strengthen the trust of sellers and more
importantly, the trust of buyers in a given market-
place as a whole.

Future research directions within the chosen sub-
ject area may include expanding the set of processed
modalities (e.g., incorporating video reviews or audio
information) and developing self-learning mecha-
nisms that allow the model to automatically recon-
figure itself in response to changes in data struc-
ture. Additionally, the continued development of
the MMMP model suggests the integration of active
learning methods (in real time), as this would enable
faster accumulation and processing of relevant exam-
ples to refine matching criteria, including in the envi-
ronment of marketplaces. m
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Abstract

This article considers ways to improve the efficiency of the regulated procurement market by
implementing recommender systems into the existing procurement IT infrastructure. Using state, municipal
and commercial procurement of electric power products as an example, the article considers promising
classes of recommender systems for implementation, proposes a methodology for developing such services,
and discloses algorithms for processing, configuring and interpreting data necessary for their operation.
The difference between the author’s approach to creating services and previously published works is
substantiated, testing and A/B testing are carried out, and an assessment of the effectiveness is presented.
The results obtained have scientific novelty (the methodology of using neural networks in relation to the
procurement industry has been substantiated) and practical significance (the customer’s time saved on
searching for suppliers by up to 40%; the pool of potential suppliers has been expanded; supplier risks have
been diversified by selecting relevant procedures from new areas and from new customers; suppliers have
been provided with the opportunity to find up to 2—3 new customers for 1 recommendation mailing with
a frequency of 1-2 times a week). We proposed to implement the developments in the practice of the
operator of public procurement tenders. The authors see further development of recommendation services
and solutions for the procurement industry in improving the analysis of semantic (text, logical) content
of procurement documents, as well as the behavioral strategies of suppliers. The risks and limitations are
associated with the high cost of maintaining a staff of developers-practitioners in neural networks, possible
hallucinations of neural networks and their high sensitivity to errors and original data sets.

Keywords: recommender systems, efficiency of regulated procurement, probability of winning in public
procurement, personalized recommendations, “non-closing” of tenders, competition in procurement
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Introduction

mproving IT solutions and developing a digi-
tal ecosystem for public procurement, pro-
curement of companies with state participa-
tion (hereinafter referred to as public procurement,
regulated procurement) are priority tasks reflected in
the state program of the Russian Federation “Public
Finance Management and Regulation of Financial
Markets” for the period up to 2030 [1]. In the early

stages of the program’s implementation, digitaliza-
tion of procurement solved a particular number of
problems: organizing electronic interaction between
customers and suppliers; accelerating procurement
procedures; reducing barriers for entrepreneurs to
enter the public procurement market; increasing
competition and the transparency degree of tenders;
and minimizing the corruption elements. In the past
few years, the development of information technol-
ogies in this field has faced new challenges which are



reflected in the priorities for the development of the
industry in the period from 2025 to 2030. According
to the authors of the study, this is due to the trends
emerging in e-commerce in general. Thus, at pre-
sent, the following performance indicators like sys-
tem speed, fault tolerance, storing and processing
significant volumes of data, and the confidential-
ity guarantee are no longer competitive advantages
of information systems: this is a mandatory set that
guarantees survival in the market. The strengths of
modern IT solutions lie in built-in algorithms and
services that make it possible to predict the con-
sequences of management decisions, while not
requiring special programming skills from the user.
Hence, the implementation of such developments
allows one to reduce the risks and negative conse-
quences of decisions made for the financial and eco-
nomic activities of the organization. With the use
of predicting services, it becomes possible to mini-
mize transaction costs for operational tasks, ensur-
ing the sustainable functioning of the enterprise and
the achievement of its objectives. As for the field of
regulated procurement, over the past three years the
problems of effective “closing” of tenders (successful
conduct of the procedure, with determination of the
winner and signing a contract with him) have been
acute issues, with high risks of contract termination,
as well as maintaining an optimal level of compe-
tition in procurement. “Failure to close” procure-
ment procedures, suppliers’ absence at tenders are
often associated with unfavorable price and terms
and conditions of contracts established by govern-
ment bodies (buyers) [2]. The risks of current con-
tract termination might be caused not only by force
majeure on the supplier’s side, as is often believed,
but also by entrepreneurs’ overestimation of their
production capabilities and resource constraints.
This problem can be considered following the exam-
ple of state and municipal procurement, where the
statistics are most accurate. According to a report
from the Ministry of Finance of Russia, 323 131
contracts were terminated in 2023 for a total of RUB

708.5 billion, which is 9.2% of the total number and
5.9% of the total value of contracts signed in 2023.
Similarly, in 2022, the number of terminated con-
tracts constituted 295 072 units, which amounted to
9.2%of the total number and 5.9% of the total value
of contracts [3]. According to the report for the 1st
and 2nd quarters of 2024, the termination statistics
slightly improved in terms of the number of con-
tracts (fewer) and worsened in terms of value (the
total value of terminated contracts increased [4]).
Thus, there have been no significant improvements
in the termination statistics yet. As for competition
in tenders, this indicator in regulated procurement
formally answers questions about the presence of a
sufficient number of participants in commodity and
industry markets, as well as the presence of biases
towards purchases from a single supplier (contrac-
tor, performer), cartels and other anti-competitive
agreements. For a more accurate illustration of this
phenomenon, we could see the statistics of govern-
ment procurement since 2022. The level of competi-
tion also fluctuates within 2—3 applications per one
tender against 4.2 in the period before the pandemic
caused by the COVID-19 coronavirus [5]. The Min-
istry of Finance notes an increase in the number
of purchases from a single supplier and sounds the
alarm about negative trends in terms of competition.

Analyzing all of the above, it is quite difficult to
determine which problem has a higher priority. There
are two aspects which need to be considered in cases
of “non-closure” of tenders. The first one is low
competition due to the passivity of suppliers, their
ignorance of the conditions and opportunities of the
market, fears of failing to cope. Another one is high
demands of customers, leading to the signing of con-
tracts with very weak players, a single supplier, or, to
the refusal of suppliers to enter the regulated procure-
ment market in general. In such a situation, it seems
that there is an imbalance between the goals pursued
by government bodies and suppliers in the govern-
ment procurement market and the information they



have. This is confirmed by a large-scale study by the
team from HSE University which highlights “a dis-
crepancy between the criteria for the efficiency of
procurement which government and suppliers are
guided by in their current activities and the goals
that the procurement regulation system is currently
focused on” [6]. Government and state-financed
organizations strive to demonstrate high competition
in their purchases with an enhanced cost efficiency,
a minimum number of contract terminations, while
suppliers are focused on minimal competition and
keeping the price reasonable. However, both parties
agree on the contract termination policy: they aim to
fulfill their contracts without negative consequences.
According to the author, the importance of regulated
procurement for the country’s economy determines
the need to maintain a balance of actors’ interests in
this market by increasing their awareness. It com-
prises clear understanding about the nature and state
of the market, prospects and feasibility of conduct-
ing procurement procedures or participating in them
at any given time, in a particular region and under
other specific conditions relevant to the current level
of technological development. We claim that whole
market awareness can be raised through active digi-
talization and introduction of recommendatory pre-
dictive systems that will stimulate suppliers to par-
ticipate in tenders. The recommendatory predictive
systems allow one to select procurement procedures
relevant to the scale, experience and resource avail-
ability of companies for successful participation in
them. For the government, the development of such
services in procurements brings many advantages:
their procedures are applied for by those suppliers
who have the potential to fulfill contracts at a real
level of competition among worthy market players,
and, therefore, the risks of unfair performance or ter-
mination are significantly reduced.

Thus, the purpose of this study is to justify the use
of a specific class of recommender systems to improve
the efficiency of entrepreneurs’ participation in regu-

lated procurement and to demonstrate the operation
of the service using a separate industry/sphere as an
example. To show the novelty of this approach, the
following theoretical aspects of the issue should be
considered.

1. Methodology for the development
and implementation
of recommendation services
for the regulated procurement sector

A recommender system (RecSys) is an algorithm
that selects and offers relevant content to the user
based on available information about the content, the
user, his behavior and the behavior of other users, as
well as about their utilization of the content [7].

Recommender systems are playing an increasingly
important role in today’s information and business
world. With the ever-growing volume of data and con-
tent available to users, it is becoming increasingly dif-
ficult to navigate and find the most relevant informa-
tion. Recommender systems can solve these problems:
by analyzing user preferences and context, they can
provide personalized recommendations that match the
interests and needs of users.

The basic principles of decision support systems
(preference modeling, decision making under uncer-
tainty) [8—10] have found partial application in mod-
ern recommender system algorithms, but some impor-
tant reasons (for example, psychological and cognitive
aspects) are usually left out. It is worth emphasizing
that decision support systems and recommender sys-
tems are created to fulfill different goals. A recom-
mender system is focused on predicting what content
might be interesting to a user based on his past behav-
ior, preferences and actions of other users, thus achiev-
ing personalization of offers through the use of vari-
ous data processing algorithms and the identification
of hidden patterns, often without highlighting any spe-
cific choice. A classic decision support system, in turn,
is created to help the user make an informed decision



under uncertainty, providing an explanation for why
one or another alternative is better than others.

In recent years, there has been an explosive growth
in the interest of developers and users in recommen-
dation systems in various fields, including e-com-
merce, social networks, music, movies, news and
much more. This can be partly linked to how the
theory of choice has changed: for many years, econo-
mists talked about “rational choice,” when consumer
behavior was measurable. Budget constraints often
served as measures of the effectiveness of decisions
made. The development of the “irrational theory of
choice” and the work of Thaler [11], and, in general,
interest in behavioral economics, led to the populari-
zation of emotional, social and personal components
in decision-making, shopping, sales, etc. It became
obvious: it is thanks to recommendations that users
receive personalized content that matches their indi-
vidual interests, all of which significantly increases
the usability of most IT services.

As for such a specific area as regulated procurement,
the recommendation generation system should work as
follows: suppliers are regularly offered a list of the most
relevant tenders for them, in which they are expected
to participate. In this case, the recommendation can
be received through various communication chan-
nels: notifications in the user’s personal account, email
newsletters, notifications via messengers, etc.

In the information field, there are several attempts
known to develop and implement recommender sys-
tems in the procurement sphere both in the Russian
and foreign markets [12—14]. However, they have a
number of limitations.

The main approaches on the development of rec-
ommendation services in procurement can be divided
into five groups [15—17]:

1. Content-based filtering: the algorithm analyzes the
characteristics of elements that the user has already
“worked with” and offers him similar ones. In the
context of a procurement system, this may mean, for

example, that the supplier will be offered those ten-
ders in which the customer is located in one of the
regions where the supplier has already worked.

Collaborative filtering: the algorithm analyzes
the history of user activities and searches for groups
with similar preferences among them in order to offer
new users exactly what others liked: this system is based
on the history of user interactions with elements. In the
context of a procurement system, this may mean that
pools of similar suppliers will be formed, for example,
according to the principles of work in one region and
within one sphere. Then, if supplier A takes part in a
tender, supplier B from the same pool can be recom-
mended to take part in the same tender.

Popularity-based recommendations: the algo-
rithm recommends the elements that are most
popular among users. This approach can be made
more complex by dividing users into clusters and
determining the most popular elements based on
them. It is most appropriate to use this technology
in the case where there is a lack of data on a spe-
cific user. In the context of a procurement system,
we can recommend, for example, procedures that
relate to the most popular areas according to the
Russian classification of products by type of eco-
nomic activity.

Recommendations based on subject area knowledge
(knowledge-based): the algorithm offers the user ele-
ments that are related to those he has already shown
interest in. Since the authors rely primarily on the
needs of the supplier in this study, this approach is
hardly applicable. However, for the customer, its
implementation could look as follows: customer A
purchased laser printers, and after that the system
suggests that he purchase A4 paper, proposing a list
of suitable suppliers for this.

Hybrid systems (hybrid systems) offer a combination
of approaches listed (mainly content and collabora-
tive filtering) to provide the most personalized rec-
ommendations.



The authors see the goals of the recommender sys-
tem in the procurement sphere primarily in raising
the number of procurement participants, increasing
their activity in tenders and, due to this, improving
competition and reducing the number of failed pur-
chases. We have already devoted a number of our
works to the problem of failed procedures in tenders
[18, 19] and consider it one of the key issues in the
efficiency of procurement activities. In this regard, it
is inappropriate to use the approach based on popu-
larity (3) since in this way suppliers will be recom-
mended procedures with an already high level of
competition. In addition, the procurement process
is clearly linked to the time: the opportunity to sub-
mit applications and participate in tenders lasts 1—2
weeks on average. Recommendations should also be
generated with appropriate frequency. For the gen-
eration of recommendations by this approach, ten-
ders which are already accomplished or going to be
accomplished soon are considered as making the par-
ticipation of new suppliers impossible or meaningless
since such tenders already become irrelevant. Thus,
it can be concluded that in this case the most suit-
able method for forming a recommender system in
the procurement sphere is content filtering. Based on
this thesis, we will justify the novelty of the approach:
until now, recommender systems have not been used
on a large scale in the sphere of public procurement,
remaining exclusively the prerogative of e-commerce
and B2B services.

2. Principles of selecting initial data
for forming recommendations

The explosive growth of interest in recommender
services is due to the fact that almost all public pro-
curement procedures are now conducted electroni-
cally. Electronic trading platforms (ETP) ensure the
conduct of electronic trades. To develop their thesis,

the authors selected “federal trading operators” from
among all the platforms, “federal trading operators”
are selected that have the right to conduct purchases of
government customers under 44-FZ: Sberbank AST,
RTS-Tender, National Electronic Platform (Fab-
rikant), ETP GPB (Gazprombank), AGZ RT, JSC
“EETP” (Roseltorg), Russian Auction House (ETP
RAD), TEK-Torg [20]. Another platform can be added
to this group — ETP AST GOZ, where state defense
order trades are conducted.

The information base of the study consists of data on
the activity of suppliers on the platform of JSC EETP
(Roseltorg) since 2020 (historical sample) considering
open data posted in EIS?. The model was trained using
participation data from 2020 divided into two-week
intervals (in accordance with the average duration of
collecting applications for tenders). Testing was con-
ducted for the period October—December 2023. Only
electronic purchases in the energy sector published in
EIS were considered. That meant that at least one code
assigned to the procedure was included in the OKPD2
27 group “Electrical equipment”. The choice of goods
for the electric power industry was due to their high
importance for the life support of customers. It was
necessary to preliminarily compile “profiles” of sup-
pliers based on their preferences according to historical
data. The following aspects were of interest: supplier
characteristics, including what areas of activity they
were engaged in (according to the OKPD?2 classifier),
where (in what regions and on what sites), on what
regulatory framework (in accordance with what federal
laws tenders were held) and with whom the supplier
interacted.

Several types of organizations could act as custom-
ers:

¢ authorities, budgetary network institutions that
spend budget funds in accordance with Federal Law
No. 44-FZ of 05.04.2013 “On the contract system in
the sphere of procurement of goods, works, services
to meet state and municipal needs”;

2 Unified information system in the sphere of procurement, https://zakupki.gov.ru/epz/main/public/home.html



¢ companies with state and municipal participation
(such as PJSC Gazprom, PJSC Sberbank, PJSC
VTB, etc.), as well as state and municipal unitary
enterprises operating on the basis of Federal Law No.
223-FZ of 18.07.2011 “On Procurement of Certain
Types of Legal Entities”;

¢ commercial customers, the conduct of purchases of
which is determined only by the Civil Code of the
Russian Federation and the rules established by cus-
tomers.

If the need to collect and process formal charac-
teristics for the supplier’s profile (region, main field
of activity, etc.) was obvious in the context of making
recommendations, then the issue of evaluating inter-
action in customer—supplier pairs has not been suf-
ficiently studied. This is due to the fact that informa-
tion about companies’ participation in tenders from
2022 is not intended for publication in open sources,
which significantly complicates the identification
of preferences and behaviors in customer—supplier
pairs. Meanwhile, based on their expert experience
in the procurement industry, the authors of the study
suggested that non-economic relations between cus-

tomers and suppliers (friendly, kinship, national,
religious, political, and others) supplier preferences
may also be affected.

First of all, it is necessary to illustrate that the con-
nection between customers and suppliers really takes
place: Table I presents an estimate of their interac-
tion frequency for 2022 and 2023. Even leaving out
narrower areas of activity (more detailed OKPD2
codes), the share of stable interactions is significant,
especially against the background of a reduction in
the number of customers (according to data from
open sources (EIS in the field of procurement) using
the Roseltorg platform as an example), in 2023, com-
pared to 2020, their number decreased by 35%).

The algorithm for generating recommendations
consists of the following steps.

1. Formation of a profile of each supplier? based on a
statistical assessment of their preferences.

2. Collecting information on all relevant published
procedures over the past two weeks.

Table 1.
Evaluation of interaction between suppliers
and customers within the OKPD2 group 27
Indicator 2022 2023
The share of customer—supplier pairs identified earlier (starting from 2020) on the Roseltorg
. . 19.9 211
platform, among all pairs formed during the year, %
The ratio of the number of customer—supplier pairs identified previously (starting from 2020) using
the Roseltorg platform as an example, to the number of unique customers who showed activity 0.89 0.96
during the corresponding year, %
Average level of competition at auctions (average number of applications per tender), % 2.05 2.01

3 In the context of the task at hand, only those suppliers who have participated at least once
in the procedures for purchasing goods according to OKPD2 27 are analyzed here.



3. Preliminary filtering of procedures by price cat-
egories.

Today, the practice of segmenting purchases
depending on the initial (maximum) contract price [3]
has become established in the work of large federal ten-
der operators. Moreover, depending on the segment,
different pricing segments are determined, which can-
not but affect participation. Usually, 12 segments are
distinguished: “up to 100 thousand rubles,” “from 100
to 500 thousand rubles”, etc. up to the segment “from
100 million rubles,” as well as a separate case when the
price is not determined. It has been empirically estab-
lished that the supplier is not recommended for tenders
which price does not fall into their price category or
the nearest neighboring ones.

4. Calculation of feature values using formula (1):

X n (1)
X =—t—
" N
where X, — the average share of a given feature in the
supplier’s history;

n — the number of unique matches of a feature with the
supplier’s history;

N— the total number of unique values of a feature in
the procedure.

5. Calculation of the weighted sum of all the fea-
tures of the tenders. The weight determines the impor-
tance of each feature in the final assessment, and their
determination is a separate task that directly affects the
quality of the prediction.

6. Ranking of procedures by weighted sums of fea-
ture values. The higher the value, the more suitable
this procedure is for a specific supplier. Ten procedures
with the maximum value are recommended to the sup-
plier.

The algorithm was implemented in Python, mainly
using the numpy libraries, and partly sklearn, catboost,
pytorch.

3. Development
and testing of a prototype
of a recommender system

Here is a final list of features on the basis of which
the recommendation for a specific supplier will be
ranked:

¢ the presence of a condition that the purchase is
intended for small and medium-sized businesses;

¢ customer;

¢ the fact of at least one win of the supplier with a
given customer;

¢ customer region;

¢ the fact of at least one win of the supplier in the
customer’s region;

¢ regulatory framework (44-FZ, 223-FZ, commer-
cial procurement);

¢ the fact of at least one win of the supplier within
the framework of the relevant regulatory frame-
work;

¢ sphere of activity (according to the full OKPD
code);

¢ the fact of at least one win within the relevant field
of activity (according to the full OKPD code);

¢ combining together the sphere of activity and the
region of the customer (interpreted as the partic-
ipation of the supplier in the relevant region in a
tender in a specific sphere and, similarly, the fact
of at least one win);

¢ combining together the sphere of activity and the
customer (interpreted as the supplier’s partici-
pation in the tender from the corresponding cus-
tomer in a specific sphere and, similarly, the fact of
at least one win);

¢ combining together the sphere of activity and the
region of the customer (interpreted as the partic-
ipation of the supplier in the relevant region in a
tender in a specific sphere and, similarly, the fact
of at least one win);

¢ combining together the area of activity and the site



on which the notice is published (interpreted as the
supplier’s participation in a tender on the relevant
site in a specific area and, similarly, the fact of at
least one win).

The main quality metric of the content filtering
model in this case is recall at K (r@K), that is, sensi-
tivity (completeness) on K elements [9]. We will con-
sider such an outcome as a “positive forecast” when
the supplier has participated in the recommended ten-
der out of 10 recommended ones (r@10). Using sen-
sitivity as the target metric, we strive to increase the
number of real recommendations to different suppli-
ers. In this case, these 10 procedures are determined
by ranking by the highest probability of participation
for a specific supplier. From the point of view of busi-
ness logic, the most important tender on this list is
the very first one as it is the one that the user wants to
look through in most cases.

Determining the weights of features plays a key
role in calculating the rating. The training data con-
tains information about the participation of suppliers
in potentially interesting (pre-filtered) procedures:
“1” — participated, “0” — the opposite case. The
task of the ranking algorithm is to rate the tenders
for a specific supplier so that the probability of par-
ticipation is maximum among the first ten. In other
words, it evaluates which tenders out of the first ten
recommended the supplier at least participated in,
and then r@10 is calculated. Two approaches were
used to calculate the rating:
¢ modeling the probability of participation of a specific

supplier in a specific procedure and ranking accord-

ing to the probability estimates obtained;

+ ranking by a weighted sum of values, and the methods
for determining the weights may be different.

In the basic version, when building a decision tree
model using sklearn, the r@10 value is 0.214,

The following experiments were conducted using
the basic model:

1) calculation of the weighted sum (the method for
obtaining weights is the sequential exclusion of each
feature to identify the most significant ones and setting
weights in accordance with the subsequent change in
the key metric (r@10 = 0.23));

2) similar to the first point the initial values of the
features were pre-normalized (r@10 = 0.25);

3) weighted sum calculation (weighting method —
Bayesian optimization, target metric — probability of
participation in the first ten tenders (@10 = 0.22)).

There was no significant change in the metric; the
best option was the second one. Then experiments
were conducted with different classification models to
improve the metric:

1) random forest (sklearn [21]), ¥@10 = 0.306;

2) gradient boosting on decision trees (catboost
[22]), @10 = 0.331;

3) fully connected neural network with one hidden
layer, built on PyTorch [23], r@10 = 0.355.

Random Forest algorithm is an ensemble method
based on many decision trees. Each tree is built on a
random subsample of the training data (with repeti-
tions), and a random set of features at each node is
used for splitting. Gradient Boosting Decision Trees
(GBDT) is a modification of the algorithm in which
trees are built one after another, each new tree correct-
ing the errors of the previous one [24].

Figure 1 shows an illustration of a neural network
built in accordance with point (3). For clarity, the
number of inputs was taken to be three. The hidden
layer was designed to highlight the most significant
features. As the means of activation, ReLU (Rectified
Linear Unit) was used. The number of neurons in the
hidden layer can be random; in this case their number

4 Here and below, similar estimates were obtained on a training sample with cross-validation k = 5.



Features

Fig. 1. Architecture of a fully connected neural network for predicting supplier participation.

based on the results of the experiments was taken to be
10. The activation function of the output layer is sig-
moid (logistic function) and returns a number in the
range from 0 to 1.

The neural network was trained using the Focal
Loss function. This is a modification of the cross-
entropy function usually used in problems with highly
unbalanced classes which reduces the weight for eas-
ily classified ones [25]. For each batch (data batch),
this function was calculated using formula (2):

N

FocalLoss = —%Zat[ (1 -p, )V 10g( P, ), 2)

i=1

where N is the number of examples in the batch;
a, is the weighting coefficient for the correct class;
p, is the predicted probability of the correct class;

y is the focusing parameter.

The relatively low values of the metric can be
explained by the specific field of activity: since the
click-rate is of primary interest for the research, it can
be estimated that the average supplier interacts with
the “content” approximately two times a year. To
compare it with the Netflix service in the USA: it is
known that in 2019, its catalog contained [26] 47 000
episodes of TV series, 4000 films and the number of
subscribers in the second quarter was 60.1 million
people [27]. In 2024, about 7 000 films and TV shows
were available [28] (the exact number of episodes of
the series was not disclosed, but more than 10 000 new
episodes were added in 2024 [29]) to 90 million sub-
scribers (USA and Canada) [30]. At the same time,
it is unknown how many “requests” a user makes on
average per year, but it can be assumed that at least
one (in reality the number must be much higher).
Even with such a rough estimate, the average number
of interactions with content here is 118 times a year.



It should be emphasized that the behavior of users in
the procurement market has its own specifics, which
differs quite significantly from the standard areas of
recommender systems application. The distribution
of activity among suppliers is uneven — within some
OKPD?2 categories, the number of participations per
year can exceed 1 000. At the same time, any actions
of the supplier on the tender page (views, downloads,
etc.) can be considered as a fact of “activity.”

As confirmed in experiments, the larger the pool
of purchases potentially suitable for a supplier, the
more difficult it is for relevant tenders to get into the
top 10. On average, a supplier can actually be suitable
for quite a few procedures, so the complexity of rank-
ing increases. The decisive factor is the interaction
between suppliers and customers.

Nevertheless, the benefits of implementing a rec-
ommendation system in the work of the platform were
substantiated as part of A/B testing. For this purpose,
two similar in number groups of suppliers working on
the trading platform according to OKPD2 27 were
identified. Testing was carried out at 10 weekly inter-
vals at the end of 2023. Each member of the groups
received an e-mail containing the top ten recom-
mended tenders. For each e-mail, the number of

Difference, A - B, units
1400

openings and transitions from the e-mail to the plat-
form was counted. At intervals 6—9, recommenda-
tions were sent out according to the described meth-
odology. The rest of the time, the mailing was also
carried out, but the recommendations were formed
in a “naive” way: the supplier was offered 10 random
purchases that were announced in his region, with
activity profiles in which he already worked and the
price category of which suited him.

It was necessary for the composition of these groups
to be homogeneous. That is why they were selected
so that each had approximately the same propor-
tion of active and inactive clients and approximately
the same proportion of preferred price categories of
purchases. It was also necessary that the average fre-
quency of opening e-mails with “naive” recommen-
dations sent before the experiment was not supposed
to be significantly different (in fact, the difference was
no more than 2%), and the groups themselves were
practically identical in number.

Group A suppliers were emailed every two weeks
with a list of 10 tenders recommended for each to par-
ticipate.

The results are presented in Figs. 2 and 3.
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Fig. 2. Difference between the number of views of the letter with recommendations
for group A and the same indicator for group B.
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Fig. 3. Difference between the number of clicks to the site from a letter with recommendations
for group A and the same indicator for group B.

Thus, it can be concluded that the recommenda-
tion emails were perceived positively and with interest
by clients, stimulating them to additional actions, and
contributing to their information. Due to this, positive
effects were obtained for the competitive environment
in the tenders (auctions).

4. Results and discussion

The proposed developments have already been par-
tially implemented in the work of the trading operator
JSC EETP (Roseltorg), which ensured an increase in
the number of successfully completed procedures by
3.7% |31]. In general, customers improved the effec-
tiveness of supplier searches by 40%. Of course, this
also works in the opposite direction: if customers find
suppliers for contracts and agreements more often,
then entrepreneurs are more likely to open new rel-
evant sales markets for themselves and are less likely
to encounter problems with contract termination.
However, despite the positive experience and opti-
mistic prospects, the authors also note the risks of
implementing recommendation services. Firstly, with

the rise in the number of parameters on the basis of
which recommendations are built, there is a risk of
increasing the “noise level” of the model. Secondly,
developers can spend significant time and computing
power on collecting, processing and storing second-
ary characteristics without identifying a priority group
of parameters due to which the most accurate rec-
ommendation is formed. To avoid such risks, indus-
try experts should be involved to adjust the substan-
tive part of the development. Another group of risks
is associated with overtraining of the system, which
can occur due to an imbalance in the initial data (for
example, due to the popularity of a number of catego-
ries of the OKPD2 classifier), excessive complexity of
the model (then the algorithm will “memorize” indi-
vidual preferences of the most active clients instead of
identifying common features).

It is also impossible to underestimate the risks
of the “human factor” — errors during A/B testing,
which is aggravated by the high sensitivity of a system
to error; the high cost and complexity of technical
support and staffing of such developments.



Conclusion

Thus, as a result of the research carried out, the
authors’ team completed the following tasks:

+ formed a hypothesis on the feasibility of using rec-
ommender systems to improve the efficiency of state,
municipal and corporate procurement (regulated
procurement);

¢ studied the typologies of systems and substantiated
the choice of a specific class of systems that is most
relevant for developing recommendations for partici-
pants in the regulated procurement market;

¢ developed a prototype of a recommender system, for
which he substantiated the methodology for its con-
struction and the data structure for its content;

+ tested the prototype on procurement for the electric
power industry by sending out recommendations to
participate in specific tenders to entrepreneurs who
could potentially, due to their market position, both
win the procedure and effectively fulfill the contract.

The research carried out allowed us, firstly, to
expand the problems of assessing and improving the
efficiency of regulated procurement. Currently, effi-
ciency in this area is determined by the level of com-
petition (the number of applications per 1 procedure)
and the resulting savings (how much cheaper than
the initial declared price it was possible to purchase).

However, qualitative indicators such as personal pref-
erences of procurement participants, factors for choos-
ing certain procedures or customers remained poorly
studied. Personalized recommendations allow for a
better study of market participants’ moods and capa-
bilities, and make it possible to improve the efficiency
of trades.

Secondly, the results of the study were significant
for science and practice. In particular, a methodology
was developed for building recommendation services
for government needs, rather than for solving purely
commercial problems. In the future, such a methodol-
ogy can be replicated in other areas where the govern-
ment is a counterparty. As for practice, it is planned to
transform the prototype into a full-fledged system and
subsequently fully integrate it into the work of the trade
operator.

Further research areas, according to the authors,
may be more applied in nature, focused on custom-
izing recommendation services for the specific indus-
tries, as well as studying the capabilities of other classes
of recommendation systems. B

Acknowledgments

This study was carried out with financial support from
the Russian Science Foundation (project 23-28-01644).

References

1.  Garant System (2014) Resolution of the Government of the Russian Federation of April 15, 2014 No. 320
“On approval of the state program of the Russian Federation “Public Finance Management and Regulation
of Financial Markets” (with amendments and additions). Available at:
https://base.garant.ru/70644234 (accessed 10 October 2024) (in Russian).

2.  Denisova A.I., Sozaeva D.A., Gonchar K.V., Aleksandrov G.A. (2024) Analysis of factors for failure
to close tenders for public procurement of drugs. Problems of Forecasting, no. 2, pp. 178—191 (in Russian).

https://doi.org/10.47711/0868-6351-203-178-191

3 Ministry of Finance of Russia (2024) Consolidated analytical report on the results of monitoring the



10.

11.

12.

13.

14.

15.

16.

procurement of goods, works, services to meet state and municipal needs, as well as the procurement of goods,
works, services by certain types of legal entities for 2023. Available at:
https://minfin.gov.ru/common/upload/library/2024/05/main/Svodnyy 2023.pdf (accessed 10 October
2024) (in Russian).

Ministry of Finance of Russia (2024) Quarterly report on the results of monitoring the procurement
of goods, works, services to meet state and municipal needs, as well as the procurement of goods, works,
services by certain types of legal entities for the second quarter of 2024. Available at:
https://minfin.gov.ru/common/upload/library/2024/07 /main/I1_kvartal 2024 g.pdf

(accessed 10 October 2024) (in Russian).

Kuznetsov M. (2024) What awaits the public procurement market in 2024. Rossiyskaya
Gazeta — Economy of the Central District, no. 4(9246). Available at:
https://rg.ru/2024/01/11/reg-cfo/delo-za-malym.html (accessed 10 October 2024) (in Russian).

Yakovlev A.A., Balaeva O.N., Rodionova Yu.D., Tkachenko A.V. (2020) Problems and efficiency
of public procurement through the eyes of their participants. All- Russian economic journal ECO, no. 11,
pp. 83—103 (in Russian). https://doi.org/10.30680/EC0O0131-7652-2020-11-83-103

Falk K. (2020) Recommender systems in practice. Moscow: DMK Press (in Russian).

Baranov V.V. (2005) Processes of making management decisions motivated by interests. Moscow:
Fizmatlit (in Russian).

Kravchenko T.K., Isaev D.V. (2024) Decision support systems: textbook and practical training
Jfor universities. 2nd edition, revised and additional edition. Moscow: Yurait (in Russian).

Keeney R.L., Raiffa H. (1976) Decisions with multiple objectives: Preferences and value tradeoffs.
John Wiley & Sons.

Thaler R. (2022) New behavioral economics. Why people break the rules of traditional economics. Moscow:
Eksmo (in Russian).

Garcia Rodriguez M.J., Montequin V., Ortega-Fernandez F., Balsera J. (2020) Bidders recommender
for public procurement auctions using machine learning: data analysis, algorithm, and case study
with tenders from Spain. Complexity, article 8858258. https://doi.org/10.1155/2020/8858258

Hickok M. (2024) Public procurement of artificial intelligence systems: new risks and future proofing.
Al & Society, vol. 39, pp. 1213—1227. https://doi.org/10.1007/s00146-022-01572-2

Seliverstov Y.A., Komissarov A.A., Lesovodskaya A.A., et al. (2022) Development and research
of models of multi-class classifiers for a recommendrd system for preparing applications

on the e-procurement. Computing, Telecommunications and Control, vol. 15, no. 2, pp. 43—62
(in Russian). https://doi.org/10.18721/JCSTCS.15204

Chen J., Dong H., Wang X., et al. (2023) Bias and debias in recommender system: A survey and future
directions. ACM Transactions on Information Systems, vol. 41, no. 3, article 67. https://doi.org/10.1145/3564284

Ko H., Lee S., Park Y., Choi A. (2022) A survey of recommendation systems:
Recommendation models, techniques, and application fields. Electronics, vol. 11, no. 1, article 141.
https://doi.org/10.3390/electronics11010141



17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

Andrianov N.A., Atakhodjaeva M.R., Borodin E.I. (2022) Mathematical modeling of a
recommender system and data processing of a telecommunications company using machine learning
models. Bulletin of the South Ural State University. Series: Computer technologies, management, radio
electronics, vol. 22, no. 2, pp. 17—28 (in Russian). https://doi.org/10.14529/ctcr220202

Denisova A.I., Sozaeva D.A., Gonchar K.V., Aleksandrov G.A. (2023) Improving the methodology
for assessing the economic efficiency of public e-procurement of medicines. Financial Journal,
vol. 15, no. 4, pp. 63—81 (in Russian). https://doi.org/10.31107/2075-1990-2023-4-63-81

Denisova A.l., Sozaeva D.A., Gonchar K.V., Aleksandrov G.A. (2024) Analysis of factors
for non-closure of tenders for public procurement of medicines. Problems of Forecasting, no. 2,
pp. 178—191 (in Russian). https://doi.org/10.47711/0868-6351-203-178-191

ConsultantPlus (2024) Resolution of the Government of the Russian Federation of 08.06.2018 N 656

(as amended on 23.12.2024) “On the requirements for operators of electronic platforms, operators

of specialized electronic platforms, electronic platforms, specialized electronic platforms and the
Sfunctioning of electronic platforms, specialized electronic platforms, confirmation of compliance with such
requirements, on the loss of the status of an operator of an electronic platform, operator of a specialized
electronic platform by a legal entity”. Available at:
https://www.consultant.ru/document/cons_doc_LAW 300361/ (accessed 10 October 2024) (in Russian).

scikit-learn: Machine Learning in Python (2025) Random ForestClassifier. Available at:
https://scikit-learn.org/stable/modules/generated/sklearn.ensemble. RandomForestClassifier.html
(accessed 11 February 2025).

CatBoost library (2025) CatBoostClassifier. Available at:
https://catboost.ai/docs/en/concepts/python-reference catboostclassifier (accessed 11 February 2025).

PyTorch (2025) torch.nn. Available at: https://pytorch.org/docs/stable/nn.html (accessed 11 February 2025).

scikit-learn: Machine Learning in Python (2025) Ensembles: Gradient boosting, random forests,
bagging, voting, stacking. Available at:
https://scikit-learn.org/stable/modules/ensemble.html (accessed 11 February 2025).

Lin T.-Y., Goyal P., Girshick R., He K., Dollar P. (2017) Focal loss for dense object detection.
2017 IEEE International Conference on Computer Vision (ICCV), Venice, Italy, pp. 2999—3007.
https://doi.org/10.1109/1CCV.2017.324

Statista (2025) Content available on Disney’s new streaming service’s (Disney+) compared
to Netflix in the United States as of April 2019. Available at:
https://www.statista.com/statistics/1041104/disney-catalog-netflix-comparison-us/
(accessed 10 October 2024).

Safronov A. (2019) Netflix US subscribers fall for first time in 8 years. RBC Investments. Available at:
https://quote.ru/news/article/5d3013649a794752c4a31fee (accessed 10 October 2024).

Morley M. (2025) Netflix library by the numbers 2024: 589 new originals released and library swells
to over 7,000 titles. What’s on Netflix. Available at: https://www.whats-on-netflix.com/news/netflix-
library-by-the-numbers-2024/ (accessed 10 May 2025).



29. Moore K. (2025) Netflix added over 10,000 episodes of TV in 2024. What’s on Netflix. Available
at: https://www.whats-on-netflix.com/news/netflix-added-over-10000-episodes-of-tv-in-2024/
(accessed 10 May 2025).

30. Statista (2025) Number of Netflix paying streaming subscribers worldwide as of 4th quarter 2024, by region.
Available at: https://www.statista.com/statistics/483112/netflix-subscribers/ (accessed 10 May 2025).

31. Alliance in the field of artificial intelligence (2020) Recommender system in the field of electronic
procurement. Available at: https://ai-russia.ru/library/roseltorg-system (accessed 10 October 2024).

About the authors

Anna 1. Denisova
Candidate of Sciences (Economics);

Senior Lecturer, Institute of Information Systems, Department of Mathematical Methods in Economics
and Management, State University of Management, 99, Ryazansky Ave., Moscow 109542, Russia;

E-mail: aidenisova@inbox.ru
ORCID: 0000-0002-2296-237X

Dzhamilya A. Sozaeva
Doctor of Sciences (Economics), Associate Professor;

Head of Laboratory, Project-training Laboratory for Research and Development in the Field of Digitalization
of Management, State University of Management, 99, Ryazansky Ave., Moscow 109542, Russia;

Associate Professor, Department of Valuation Activities and Corporate Finance, Synergy University, 80, Bldg. G,
Leningradsky Ave., Moscow 125190, Russia;

E-mail: dasozaeva@gmail.com
ORCID: 0000-0003-3955-891X

Konstantin V. Gonchar

Junior Researcher, Project-training Laboratory for Research and Development in the Field of Digitalization
of Management, State University of Management, 99, Ryazansky Ave., Moscow 109542, Russia;

Senior Lecturer, Department of IU-3, Bauman Moscow State Technical University, 5, 2-nd Baumanskaya St.,
Moscow 105005, Russia;

E-mail: goncharkv@gmail.com
ORCID: 0000-0001-7345-3340



DOI: 10.17323/2587-814X.2025.2.41.53

A customer avatar model
based on Kolmogorov-Arnold
networks

Fedor V. Krasnov

E-mail: krasnov.fedor2@rwb.ru

Fedor I. Kurushin

E-mail: kurushin.fedor@rwb.ru

Research Center of LLC WILDBERRIES SK, Moscow, Russia

Abstract

The increasing pace of development of e-commerce continues to present new challenges in terms
of personalizing product search and recommendations. Monolithic search and recommendation
systems have become cumbersome and are unable to effectively address the need for a deeper
understanding of users on electronic trading platforms (ETPs) despite having access to comprehensive
information about their interests and purchase histories. Collaborative filtering mechanisms which
are widely used suffer from a lack of diversity in offerings and a reduced capacity to surprise users.
Additionally, the low frequency of recommendation updates and the replacement of “personalized”
with “similar to others” concepts contribute to these issues. We have approached the resolution of
these issues by developing a shopping assistant named “Ellochka” that is individual for each user of
ETP. The digital avatar model of the user continually searches for relevant products based on their
history of interaction with ETP. We were guided by the principle of independence — avatar models
do not share information with each other. When a new user joins, they are assigned a unique avatar
model that evolves independently. Each avatar has its own language to generate search queries. The
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level of complexity of each avatar can vary depending on the intensity of its interaction with ETP.

Continued interaction with the avatar allows for tracking of optimal purchase conditions, reminding
users of expiration dates and the need for re-purchasing frequently purchased items. Isolating the
avatar allows it to be retrained after each event, without significantly impacting the overall search

and recommendation system. The use of neural network architecture-based and Kolmogorov—
Arnold networks in the avatar-model has led to improvements in the main indicators of search and
recommendation effectiveness, namely, novelty and diversity.

Keywords: large language models, product search, search query recommendations, search query transformation, user
intent determination, text analysis, machine learning, e-commerce
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Introduction

rtificial intelligence is increasingly pen-

etrating scientific methodology and every-

day life. On the one hand, approaches to
the classification of scientific knowledge are being
revised; for example, a section “28.23: artificial intel-
ligence” has appeared in the Code of State Categories
Scientific and Technical Information. On the other
hand, in an online store of women’s clothing, the
science-intensive processes are comparable to office
work in geology [1].

This paper presents an avatar model of a personal
assistant for making purchases on electronic trading
platforms (ETP) called “Ellochka,” in honor of the
heroine of the work by Ilf and Petrov “12 Chairs”. In
this novel, Ellochka is a beautiful and spoiled young
woman who lives for her own pleasure at her hus-
band’s expense and is mainly engaged in purchasing
things.

Personal assistants based on artificial neural net-
works of deep learning have become a familiar attrib-
ute of customer service in the logistics, banking and
e-commerce industries. However, the “personality”

of such an assistant is limited only by the temporary
desire to save resources during the maintenance ses-
sion. The user’s personal preferences and moods do
not affect the operation of the system in any way. The
personal assistant will not be able to continue the
interrupted conversation from the same place and,
most likely, will forget its beginning.

Personal assistants and search and recommenda-
tion models in e-commerce are based on large lan-
guage models (LLM) based on the transformer archi-
tecture [2].

However, each large language model contains a
dictionary file which it uses further in neural network
structures in the form of ordinal numbers of tokens
from the dictionary. This is because linear algebra
works with models of numbers rather than string vari-
ables.

The size of the LLM dictionary largely determines
the number of model parameters, because it is one
of the main dimensions of the LLM along with the
size of the model context window. Table I shows the
sizes of the most effective dictionaries according to
the MTEB benchmark [3].



Table 1.

Industry research indicators

Model Vocabulary size Number of Russian words
alan-turing-institute/mt5-large-finetuned-mnli-xtreme-xnli 250100 26 427
ai-forever/rugpt3large_based_on_gpt2 50 257 43213
aeonium/Aeonium-v1-Base-4B 128 000 102 913

Search and recommendation systems are highly reli-
able information systems that ensure the continuity of
the service process and minimal delays in interacting
with buyers and sellers.

Speed in serving search queries is achieved through
horizontal scaling of computing resources. A specific
computing resource is not assigned within a single user
service session. This leads to the need to synchronize
user actions that change, for example, the balance,
stock balances or the contents of the customer’s shop-
ping cart. These digital objects exist in the singular and
are managed centrally.

The main contribution of this study is the formu-
lation and testing of a new, decentralized approach

Avatar Model 1

Avatar Model N

to building search and recommendation systems in
e-commerce, focusing on the avatar model of the
buyer (Fig. I).

The second most important contribution of this
study is the expansion of the approach to building arti-
ficial deep learning networks for time series processing
by a new class of Kolmogorov—Arnold networks using
wavelet transformations.

1. Methodology

In order to avoid the well-known problems with
novelty and diversity in product recommendations
[4—7], in this study, we propose to consider the rec-
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=

Fig. 1. The scheme of the recommendations:
(a) Decentralized (proposed in this study), (b) Centralized.



ommendations of search queries that lead to the right
products. In everyday terms, you recommend how to
search for a product, rather than trying to guess the
desired product. A similar approach to recommen-
dations using text is proposed in [8], in which the
authors receive a significant improvement in metrics
by rejecting product recommendations by their num-
ber, as in [9, 10].

Another well-known problem of generative models
based on LLM is hallucination. In order to overcome
the negative effects of hallucination, various methods
are used to regularize the output of the model. For
example, the reflection of the model on itself [11] or
the use of adaptive spectral normalization [12]. The
authors of this study have reduced the negative effect of
hallucination due to the fact that the generated search
query text is not intended for a human, but for a search
engine, in other words, for another machine learning
model. This made it possible to reduce the require-
ments for vocabulary and coherence of the generated
search query text, since the presence of tokens is suf-
ficient for a correct semantic search for products; in
turn, the inconsistency of tokens by case or repetition
affects the relevance of the search only slightly.

The avatar model is based on the paradigm of
information search — the composition of candidate
and ranking models [13]. The authors of this study
developed this approach and, instead of a ranking
model, created a model for selecting pairs of can-
didate queries with fixed five levels of relationships:
“narrowing,” “expanding,” “paraphrasing,” “differ-
ent characteristics,” “related products.” This made it
possible to create more customer-focused interaction
scenarios, depending on the presence or absence of
purchases in the interaction session with the ETP.

”

Modern tokenization models in LLM are based
on compressed dictionaries from character n-grams
[14, 15]. This approach solves the problem of missing
a word in the dictionary and reduces memory con-
sumption, but tokenization is ambiguous — the same
sentence can be tokenized into different sets of tokens.
This property is used in LLM training as bootstrap-
ping for a more uniform distribution of the back prop-

agation of the error. For the avatar model, there is no
need to solve the problem of tokenizing new words,
since the avatar model uses all tokens from the user’s
vocabulary. Moreover, the avatar model uses diction-
ary n-grams up to four words long to receive events
from token structures. For example, from brand
names consisting of several words, such as “Vans off
the Wall.” Obviously, the search query “Vans off the
Wall” should not be used to search for products with
the tokens “vans” and “wall.”

When updating the avatar model, the new tokeni-
zation model is created, since the avatar model has
103 times fewer training parameters than, for exam-
ple, the GPT2 (120 million) model.

2. Kolmogorov—Arnold networks

Kolmogorov—Arnold networks (KAN) show prom-
ising results in various generative models [16] and
time series models [17]. We will show the advantages
of KAN in comparison with the Multilayer Rumelhart
Perceptron (MLP). Let’s give an MLP with dimension
n at the input and m at the output, containing fully
connected layers of an artificial neural network from
[to [ + 1. Then the MLP equation in matrix form is
given by formula (1):

I+1)= /
X=X+ b, (1)

where W1+1, , is the weight matrix connecting the layer

and the layer ;
x¥ is the input vector;
x!*Vis the output vector;

b!*V is the bias for / + 1.

Weight matrix W

.., can be represented as follows:

Wl,l 1,2 Ln
w, w e W
— 2,1 2,2 2,n
I/I/lJrl,l - : : .. : ’ (2)
wm,l wm,Z o wm,n



where W, is the weight between the i node in the
[+ 1layer and the jnode in the /layer, i =1, 2, ..., mand
j=12,..,n

Then the bias vector "D can be presented as fol-
lows:

b(/+l)

|
(l+|)
b(1+1) _ bz' . 3)

b(1+1)

m

Thus, in the expanded form, equation (1) looks like
this:

/)

1+1)

xl( Wl,l Wi, Wl,n xl( bl(

(1+1) . ] (1+1)

x2: _ W;z’l w‘m W.z,,, x? . bZ: @
(1+1) W W, ow ) p)

Now let’s assume that we have L layers, each of
which has a structure (4). Let’s say o(-) is an activation
function. Then the compact formula for the entire
MLP network f(x), where x is the input vector, and f{:)
is the MLP, is given as follows (5):

Six) = x0. (%)
where

_x(lJr = 0-(”/[ x(l) + b(l+1))’ (6)

+1,/

for/=0,1,2,.., L—1, x"*Ddenotes the output vector.

This is equivalent to the following representation

(7):

(W,oW, o W,0Wx+ b))
f(x)—0{+b2)...+bLl)+bL ) (7)

Now let’s look at how relationships between layers
are created in KAN. Let x be a vector with dimen-
sion n. Then the transposed vector can be represented
as follows:

xPe R" = (x")Te R™.

Let’s denote the matrix of transposed vectors x®
with m rows and n columns as X;:

Each row of the matrix X, — is a transposed vector
(x?)T. Now let’s define the operator A , that acts on
the matrix @, (X). This operator summarizes the ele-
ments of each row of the matrix and outputs the result-
ing vector r. Thereby definition formula of 4 :

APy, (X)) =,

where r vector, derived from the following expression

8):

r= %‘[Q)M,I(Xl )lj

n

=34

=i

(x/.(l)), fori=1,2,....m. (8
In the expression (8), [(DM Z(X,)] corresponds to
’ ij
the element in the / row and j column of the matrix
<D,+U(X,). Thus, the operator A can be written as fol-
lows:

A(@, (X)) =Z[ @, (X)]

By definition A performs an action on a matrix
@HU(X,), summarizes the elements in each row, and
outputs the resulting vector r. Indeed, @, receives
a vector at the input x® and outputs data at the out-
put, where each element of x? is the sum of one
element (9):

D, (X), )

1+1,/ =
where:

4,(x") 4,5
() ()
1)) (X[)z @1(x1 ) @2()(2)

1+1,0

4,(x")
2,001 (10

4, (") 4,,(x") ¢,.(x,")



In expression (10) @, y is the activation func-
tion between the layers / and / + 1. Each element
¢,.J () denotes an activation function that connects the
j neuron in the / layer with the neuron in the / + 1
layer. Instead of multiplication, equation (10) calcu-
lates a function with trainable parameters. Therefore,
if we consider X as input data that contains only the
input vector in the form of strings, then for the entire
KAN, the output data after the L layers will be as fol-
lows (11):

Thus, traditional MLPs use fixed nonlinear activa-
tion functions at each node, linear weights and biases
to transform input data across layers. The output data
on each layer is calculated using a linear transforma-
tion followed by a fixed activation function. During
the backpropagation of the error, the gradients of the
loss function relative to the weights and biases are cal-
culated to update the model parameters. In contrast,
KAN replaces linear weights with one-dimensional
functions that can be trained by placing them on edges
rather than on nodes. Wavelet transformations are
most often used as one-dimensional functions: MHAT
wavelet (“Mexican hat”), Shannon wavelet, Morlet
wavelet, Gauss wavelet (7able 2).

One-dimensional functions from previous levels
are summed up in the nodes. Each function can be
adapted, which allows KAN to train both activation
and transformation of input data. This change leads
to increased accuracy and interpretability, since KAN
can better approximate functions using fewer param-
eters. During backpropagation of an error in KAN,
gradients are calculated relative to one-dimensional
functions, updating them to minimize the loss func-
tion. This leads to more efficient learning for complex
and multidimensional functions.

Table 2.

Wavelets used as one-dimensional functions

Name

Formula

MHAT-wavelet (“Mexican hat”)

—d2 2 2
(1) =We*’ P =(1-r)er

Shannon wavelet

9O:=27y™ (21 k), where g *(0) =

sin(m)

Morlet wavelet

1
_ _2 . Jp ) Jp ) _ 2 5
W ()=ca e ’/z(e’”’—kg), where k =e" %, ¢ :(1+e" —2e° /4) 2

g

Gauss wavelet

—d -12/2
1)=—
(1) s




3. A model for reducing
the diversity
of search queries

In the field of e-commerce, there is the problem of
the “long tail” of search queries, which makes it dif-
ficult to create effective models. This is due to a wide
variety of queries, typos, synonyms and slang.

Modern approaches to query reformulation use neu-
ral network methods. By highlighting text factors, vec-
tor representations of search queries are constructed,
and then the “nearest neighbors” are searched in
vector space using Retrieval Augmented Generation
(RAG) language models [18] and BERT transformer
models [19].

Product search allows you to use user behavio-
ral data from making purchases. Thus, a collabora-
tive paradigm is used. The user-product relationship
determines the sequences that led to the purchase
and uses them as options for the current user [20].
In the present study, the problem of query reformu-
lation (QR) is considered from the perspective of
the “search query — product” relationship for the
application of a surrogate function [22] in the avatar
model.

In addition to the reformulation of requests,
the task is also to determine the type of connection
“request — request” and “request — product”. As an
example, demonstrating the various types of relation-
ships identified by the authors, we present Table 3.

For a more visual representation, let’s denote the set
of all search queries as Q. The approximate number of
elements in this set is Q, » 10, which is comparable
to the stream of events analyzed in the search for the
Higgs boson [21].

It is known from the study [23] that 98% of all
purchases are made using a limited set of queries,
which we will denote as QHPQ. Without limiting gen-
erality, we can assume that QHPQ does not depend on
time. The remaining set of queries is denoted as QLPQ,
where HPQ and LPQ are common abbreviations
for high—performing and low-performing queries,
respectively.

Based on the definition of the set O, we can write the
following equation:

Q=050 Y0, (12)
D =010 N Qyo. (13)
Table 3.

Examples of relation between the pairs of queries

Source Query Suggest Scenario
Iphone 16 pro max Apple iPhone 16 Pro Max Paraphrased
Women's red Dress Women'’s Dress Expanding
Dress Women's red Dress Narrowing
Women red dress Women's blue dress Other characteristics
Women’s evening dress High-heeled shoes Substituting
High-heeled shoes Running shoes Not relevant




It follows from the nature of the Q distribution that
|QLPQ|>> |QH,,Q|. The task of reformulating queries can
then be considered as a search for a function F such
that F(Q,,,)= 0,,,- Consider the requests Drpo € Qpvo
and qi"PQ €0, ro resulting purchases of a product p, € P
from the entire product catalog P. Then we can write
that there is a surrogate function Fthat results qZ"PQ q,‘;" 0
for the product p.,.

F( 7

LPQ

)= 0}, for vp, e P. (14)

Expression (14) allows us to formulate the condi-
tions for obtaining a data set for using numerical meth-
ods of obtaining F, for example, using artificial neural
networks of deep learning. To do this, you need to col-
lect pairs {qf;,g,qug} from user search logs.

The Negative Batch Sampling approach was used to
generate negative examples [10], with the number of
negative examples varying from 5 to 12. Using a large
number of negative examples improved the model’s
performance slightly, but required significantly more
resources to train the model.

In Fig. 2 shows a diagram of the avatar model in
the form of a sequence of tokenization models, query
reformulation (QR) models, and KAN.

4. Research questions

This research is applied in nature. The described
methodology serves as a source for research questions

and verification using numerical methods. When cre-
ating the methodology, the authors formulated the
following research questions:

RQ-1: What is the size distribution of the dictionary
used by users when forming search queries?

RQ-2: How does the use of KAN quantitatively
improve the avatar model compared to MLP?

5. Experiment

To test our methodology, we collected a sequence of
purchase search queries for random customers over the
year. The result is a dataset D with a unique key “user”
and a time series [“request1,” ..., “purchasel,” “end of
session,” “request N”’]. Each purchase is presented as
a text consisting of the name, brand and product char-
acteristics. Typos have been corrected in search que-
ries, synonyms have been added, and low-performance
queries have been mapped to high-performance que-
ries. This way, a time-ordered text consisting of que-
ries and descriptions of purchased goods is received for
each user in D. Based on this text, autoregressive train-
ing of the avatar model of each user is performed.

Using the obtained avatar model, a predictive model
was built for each user: based on the entered search
queries, the next search query from the search query
index is predicted. Pessimization is performed on
words from purchased goods, taking into account their
remoteness in terms of user interaction time. Multiple
search queries are predicted for the user.

Avatar Model

Search
Queries |

Generation
Search Queries

Fig. 2. Avatar model scheme.



Here is a scenario for using the results of this study:
A user visits an ETP, does not enter a search query,
sees search results for products that are close to him in
vocabulary and do not contain recent purchases in the
first place. The search output reflects the current sta-
tus of the product catalog, inventory, region, popular-
ity and other conditions that enhance relevance. The
search results are highly diverse and new, since they
contain products from several predicted queries for the
user. The issue does not contain the purchased goods
in the first positions.

For an experimental answer to the RQ-1 research
question, a distribution of the number of unique
words for each user was constructed from the dataset
D (Fig. 3).

Number of users

From the distribution in Fig. 3, we obtain that
the maximum dictionary size does not exceed 1500
words. Compared to the size of the dictionary in the
LLM shown in Table 1, the size of the dictionary of
an individual user is an order of magnitude smaller.
This fact provides a basis for a significant acceleration
of the avatar model compared to the LLM.

To find an answer to the research question RQ-2,
a series of experiments were conducted to train an
avatar model on a data set D. The following options
were considered as hyperparameters of the avatar
model:

Tokenisation model:
Unigram, byte pair encoding (BPE), Word
Vocabulary size: 100, 1000, “Unlimited”
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Fig. 3. Distribution of the number of unique words for each user.
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Number of examples for subword tokenization: 3,
5,7, 9, without sampling
QR Model:

The dimension of the vector space of the token
representation: 32, 64, 128, 256

Recurrent Neural Network (RNN) parameters:
Number of layers: 2, 3,4, 5,6

Bidirectional: yes, no

Density
5 Subsituting
0 T T T T
0 0.02 0.04 0.06 Difference
Density

Diff. characteristics

L | | | | I | |
03 Difference
Density
10 H
Expanding
5 -
0 ‘I II | 11
0.075 0.100 0,125  0.150 0.175
Difference

Type: LSTM, GRU
In-batch negative sampling: 3, 5, 7, 12

Dual Margin Cosine Embedding Loss: positive
margin 0.9, negative margin 0.2

Shared vector embeddings: no, yes

KAN model:

Wavelet type: “Mexican hat”, Shannon wavelet,
Morlaix wavelet, Gauss wavelet.

Density
20 -
Not relevant
10
0 T T T T
0.05 0.10 0.15 0.20
Difference
Density
10

Paraphrasing

0 .
0.06 0.08 0.10 Difference
Density
Narrowing
20
0 .
0.2 0.4 0.6
Difference

Fig. 4. Distribution of differences in the Accuracy metric between SKA and MPR.
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A total of 120 experimental sessions were conducted,
each of which lasted from 12 to 18 hours. The study
identified the parameters for which the avatar model
demonstrated the best results in terms of convergence
rate and minimal learning error.

All other things being equal, the distribution shown
in Fig. 4shows positive changes in accuracy when using
KAN in the avatar model in comparison with MLP.

Conclusion

This study suggests a new approach to creating a rec-
ommendation system for users in the field of e-com-
mrce, named “Ellochka” in honor of the heroine of
the novel “12 Chairs” with a small vocabulary, who
successfully coped with any communication tasks.

The authors have developed and tested a methodol-
ogy based on the following principles:

1. Abandoning the use of a monolithic, unified
recommendation system for all users of the electronic
trading platform in favor of creating separate recom-
mendation models for each user.

2. Building language models for recommending
search query texts based on small-size token dictionar-
ies instead of huge dictionaries with character tokeni-
zation.

3. Application of the mathematical apparatus of
Kolmogorov—Arnold networks to improve the conver-
gence rate of models during training.

The methodology proposed in the article has been
successfully tested on the data of a working electronic
trading platform and has allowed us to improve the
autonomous indicators of the recommendation system
of tips. m
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Abstract

Megaprojects represent large-scale investment programs with complex organizational structures,
uniting a multitude of stakeholders whose interactions lead to the redistribution of power and the creation
of temporary management centers. In conditions of unstable and uncertain external environments, such
stakeholder behavior can result in the failure to achieve the set goals of the megaproject. An important
scientific task is the development of mathematical models and methods for managing changes in
megaprojects caused by the integrative actions of stakeholders under complex external conditions. The
present study is aimed at creating a mathematical model and developing an information system for neural
network analysis of the intensity of changes in megaprojects. Megaproject management is described using
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a vector-matrix model of a dynamic system with feedback based on the results of changes. To identify
recurring patterns of negative events, the event-oriented analysis method was used. This allows for
justifying new approaches to management aimed at reducing uncertainty and enhancing the effectiveness
of megaproject implementation. Based on the proposed tools, a retrospective neural network analysis of
the intensity of changes in the “Nord Stream 2” megaproject was conducted. Within the study, key groups
of stakeholders were identified whose interactions significantly impacted the project’s implementation:
Group 1 — Gazprom PJSC, European companies and the governments of Russia and Germany supporting
the project; Group 2 — the governments of transit countries, the USA, environmental organizations
and Baltic region countries opposing the project or expressing concern about its consequences. It was
demonstrated that the integration of separate stakeholder groups contributes to the formation of temporary
management centers with varying interests, leading to an increase in both positive and negative changes
within the project. The outcome of the work was the development of an information system for analyzing
the intensity of changes in megaprojects in the form of a prototype, which includes: a mathematical
model for managing changes in megaprojects; a neural network analysis methodology based on the use
of a large language model for processing textual information and generating quantitative assessments; as
well as a software interface for uploading documents, automated data processing, and visualization of
results. The primary neural network used was the large language model Qwen 2.5-Plus, which, while not
specifically adapted for this task, had its parameters calibrated for analyzing the intensity of changes in
megaprojects. The system prototype provides users with the ability to analyze stakeholder interactions,
assess the intensity of changes and forecast potential risks based on historical data. A promising direction
for further research involves applying the model we developed and neural network analysis methodology
for comparative studies of various types of megaprojects.

Keywords: megaproject, “Nord Stream 27, stakeholders, integration activity, uncertainty, intensity of changes,
temporary change management center, mathematical model, large language model, neural network analysis,
information system
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Introduction ing prevalence of these projects is closely linked to

the transformation of the global economic system [2].

n this study, we define megaprojects as large- | Key stakeholders in megaprojects include govern-

scale investments that require significant | ment agencies, private companies, financial inves-
resource allocation and have long implemen- | tors, and civil society organizations [3], whose inter-
tation times, with far-reaching implications for the | actions determine the outcomes of these projects.
economy, society, and environment [1]. The increas- | Due to their size and complexity, megaprojects not



only affect the livelihoods of millions, but also gener-
ate varied and often conflicting expectations among
different stakeholders [4, 5].

The key challenges of megaprojects include high
costs, budget overruns and schedule delays [6], with
the likelihood of cost and time overruns increas-
ing alongside the scale of the project [7]. Frequently,
mega-projects fail to achieve their expected outcomes
due to uncertainty about economic benefits and com-
plexity in stakeholder behavior [8].

In Russia, megaprojects are seen as tools for socio-
economic development and temporary management
hubs that help coordinate the actions of various partic-
ipants [9, 10]. They are also viewed as mechanisms for
promoting technological sovereignty based on the con-
cept of technological development until 2030. How-
ever, their informational support is still fragmented,
making it difficult to compare projects on a unified
methodological basis [10].

A distinguishing feature of megaprojects is the
ambiguity of goals and the redistribution of stake-
holder influence, which leads to the formation of
temporary management hubs [11, 12]. Participants
interpret project goals through symbolic frameworks
that shape perceptions of the project’s legitimacy [5].
Reducing uncertainties can be achieved by analyzing
relationships between uncertainty types, incorporating
stakeholder expectations and fostering dialogue with
stakeholders [13].

From an organizational design perspective,
megaprojects can be characterized as complex, multi-
layered networks [14—16]. As adaptive systems, they
demonstrate properties of self-organization and emer-
gence, wherein stakeholders dynamically adjust their
behaviors through interconnected network interactions
[3]. To address tasks within constrained timeframes,
various coordination mechanisms establish temporary
management hubs [17, 18]. However, a cohesive and
universally accepted understanding of their fundamen-
tal nature remains elusive [17].

Megaprojects are characterized by flexible bounda-
ries that facilitate the interchangeability of internal and

external components, enabling the emergence of diverse
configurations throughout their lifecycle [19, 20]. The
concept of “organizational capabilities” is employed to
describe their organizational design, encompassing a
blend of knowledge, skills, resources, and processes for
effective stakeholder integration [16, 21, 22]. Informal
stakeholders often leverage coordination and adapta-
tion mechanisms, which can lead to their incorpora-
tion into temporary management hubs, thereby ampli-
fying their influence [23]. Ultimately, the success of
megaprojects hinges on the nature and quality of inter-
actions among stakeholders [24].

The object of this research is megaprojects — large-
scale investment programs aimed at addressing socio-
economic development challenges which require sig-
nificant resources and time. The subject is the change
management processes of megaprojects, driven by the
integration of stakeholders under conditions of exter-
nal environmental uncertainty.

The goal of the study is to develop a mathematical
model for managing changes in megaprojects and an
intelligent information system for analyzing the inten-
sity of these changes.

This research addresses a critical business prob-
lem associated with the fundamental challenges of
megaproject management [6, 8]: budget overruns,
delays, incomplete achievement of results and the
complexity of stakeholder coordination. These issues
arise from the high uncertainty of the external environ-
ment, intricate participant interactions and intersub-
jective factors. We characterize change management
in megaprojects as a “wicked problem,” defined by the
absence of clear-cut solutions, dependence on context
and participants and the necessity to consider multiple
perspectives.

We identify several limitations in traditional meth-
ods of project change analysis. For instance, PERT/
CPM fails to account for stakeholder interactions,
Earned Value Management (EVM) struggles to adapt
to uncertainty, and tools like IBM Rational Focal
Point and SAP Portfolio and Project Management lack
the capability to analyze temporary management hubs
and process large volumes of data.



The main outcome of our research is a prototype of
an information system. This system includes a math-
ematical model for change management in vector-
matrix form, a methodology for neural network anal-
ysis based on the large language model Qwen 2.5-Plus
(Alibaba Cloud) and a software interface for docu-
ment uploads and automated data processing. The
prototype enables the analysis of stakeholder interac-
tions, assessment of the intensity of changes and fore-
casting of consequences based on historical data.

The research hypothesis is that the integration activ-
ity of stakeholders leads to the formation of temporary
change management hubs (TCMHs), the dynamics of
which determine the intensity and direction of changes
in the megaproject, while the success of implementa-
tion depends on the ability of key stakeholders to estab-
lish sustainable cooperative relationships.

1. Research methods

This study employs a mixed-methods research
design combining systematic literature analysis with
empirical validation. Our methodological approach
addresses three research gaps identified in megaproject
management literature: (1) stakeholder coordination
inefficiencies, (2) environmental uncertainty predic-
tion, and (3) emergent governance structures (Tempo-
rary Collaborative Management Hubs — TCMHs).

The empirical investigation comprised three com-
plementary phases:

First,
through semi-structured interviews with 12 senior
project managers across the energy infrastructure sec-

we conducted primary data collection

tor, supplemented by participant observation at three
international megaproject conferences (2021—2023).
This qualitative approach enabled us to capture prac-
titioner insights on stakeholder dynamics.

Second, we performed document analysis of 47
megaproject artifacts, including progress reports,

meeting minutes, and stakeholder agreements. This
made possible systematic examination of interaction
patterns and TCMH formation processes in real-
world contexts.

Third, we developed and validated a neural net-
work analysis framework, benchmarking its perfor-
mance against traditional content analysis methods
using a corpus of 3 200 project documents. The com-
parative assessment focused on change detection sen-
sitivity and pattern recognition accuracy.

The study progressed through two sequential
research stages:

1. The developmental stage involved creating a novel
mathematical model for change management, opera-
tionalized through a dedicated information system.
Our vector-matrix formulation incorporates feedback
loops to capture non-linear stakeholder influences.

2. The application stage featured retrospective anal-
ysis of the “Nord Stream 2” megaproject, selected as a
critical case due to its complex stakeholder ecosystem
and well-documented implementation challenges. We
processed 1 850 project documents spanning 2018—
2022 using our neural network architecture.

Key operational definitions guide our analysis:

¢ Megaproject stakeholders: Formal and informal
actorsexerting influence through direct participation
or external pressure.

¢ Management actions: Deliberate interventions

altering project trajectories.

¢ Integration Activity: Proactive coalition-building
efforts measured through communication frequency
and commitment levels.

Our findings demonstrate that effective integration
requires either formal authority delegation or emer-
gent leadership recognition. These integration pro-
cesses catalyze TCMH formation, creating distinct
governance nodes that significantly impact project
outcomes.



1.1. Mathematical model
for managing changes
in a megaproject

Grounded in the methodological frameworks of
control theory and organizational change theory,
we propose a vector-matrix mathematical model to
describe the dynamics of megaproject management.
This model represents a dynamic system with negative
feedback based on the results of changes (Fig. I).

Changes in the external environment EXT make the
vector G of project goals relevant, the comparison of
which with the vector of results of the next stage R,
forms a vector of misalignment:

D=G—R.+N.

The vector D is a vector of operational tasks for man-
aging project changes. By the intensity of megaproject
changes, we mean the extent of transformation of its
actual goals and the structure of stakeholder interac-
tions in response to changes in external environmental
factors.

The intensity changes matrix Q (s X g) is the result
of the matrix product:

Q:AP!

where A is a symmetric square matrix (s X s) represent-
ing the degrees of pairwise stakeholder integration:

P is the matrix (s X g) representing the degrees of
stakeholder impact on the achievement of the project’s
actual goals:

The matrix Q indicates the extent to which each
stakeholder, while influencing the achievement of pro-
ject goals, involves other stakeholders in solving tasks.

—>| EXT

Fig. 1. Diagram of the mathematical model for managing changes in a megaprojecf.
Source: developed by the author.

! Here and hereafter, matrices are denoted by bold uppercase letters, with their dimensions
indicated in parentheses. Vectors are denoted by italicized uppercase letters (a column vector

is implied by the term “vector”).



To assess the degree of stakeholder integration in the
matrix A, we use a scale ranging from 0 to 1. Here, 0
indicates no integration, while 1 represents maximum
interaction. The elements on the main diagonal reflect
the degree of self-organization of each stakeholder.
These values may be less than 1 if the stakeholder rep-
resents a group of participants that does not employ
forms of maximum coordination.

The forms of stakeholder integration are ranked
according to the degree of coordination (7able I).

Analysis of the matrix A enables the identification
of TCMHs to assess their role in achieving project
goals at each stage. In the matrix P, the degree of a
stakeholder’s impact is evaluated on a scale from 0 to 1
(from complete lack of integration to maximum poten-
tial). Depending on the stakeholder’s role, their poten-
tial can be directed either toward supporting or oppos-
ing the project goals.

To analyze the intensity of changes, a normalized
matrix is formed:

100

Q==
Zi2j|q’j|

where g, are the elements of matrix Q.

The normalization of matrix Q, ensures that the
sum of its elements equals 100%, with each element
representing the percentage share of change inten-
sity caused by the impact of a stakeholder, taking
into account their interactions with other stakehold-
ers. Multiplying the vector D on the left by matrix
Q yields an s-dimensional vector R, which describes
the rate of project changes caused by the actions of
stakeholders:

R=QD.

The element INT (integral) describes the forma-
tion of an s-dimensional vector of cumulative change
results for the project:

R(t)= jR(t)dt.

We introduce a control matrix C (g X s), which
allows us to compare the cumulative results of the pro-
ject with its goals:

C(=uQ',

where u is the coefficient of dynamics for eliminating
misalignment, and “T” denotes transposition.

Table 1.
Forms of stakeholder integration
Degree of integration Form of integration Explanation
Independent Stakeholders work independently without coordinating decisions or
0.0-0.2 . S
management interacting with each other.
0.9-0.4 Coordination Stakeholders regularly exchange information and coordinate plans but
o (weak integration) remain responsible for their own tasks.
0.4-0.6 Collaboration Stakeholders collaborate to achieve project goals, hold regular meetings,
e (moderate integration) and use shared tools and platforms.
0.6-0.8 Unification Stakeholders work closely together, form working groups and teams,
R (high integration) make joint decisions, and develop strategies.
0.8-1.0 Consolidation All aspects of the project are fully integrated; stakeholders have a single
o (maximum integration) management and control center, using unified standards and processes.




The result of left multiplication of vector R by matrix
C s a g-dimensional vector R.= CR, which reflects the
cumulative results aligned with the project goals. This
vector impacts the project’s external environment EXT
and is used for comparison with the goal vector G. The
matrix C ensures dimensional consistency among the
vectors R, G, N and D according to the number of
project goals.

An important aspect of modeling is the error vector
N, caused by the uncertainty of the external environ-
ment and the inaccuracy of stakeholders’ result eval-
uations. The model with negative feedback allows for
analyzing the impact of change intensity on the align-
ment of results with project goals (vector D). In this
study, we modeled the vector N as a set of uniformly
distributed random variables centered around the vari-
ables of vector V, with variance corresponding to the
expert assessment of informational uncertainty in the
external environment.

The stochastic model enables the optimization of
change intensity by minimizing the mathematical
expectation and standard deviation of the misalign-
ment vector D. The optimal intensity depends on the
rate of changes in the external environment and the
level of informational uncertainty. An increase in the
pace of external environmental changes requires higher
management intensity to enhance adaptability; how-
ever, a rise in uncertainty reduces the need for stake-
holder integration [25]. Artificially intensifying stake-
holder integration may divert the project’s progress
from the plan, increasing the variance of misalign-
ments and reducing the predictability of outcomes.
Nevertheless, insufficient change intensity under con-
ditions of a dynamic external environment leads to a
deviation of the project’s trajectory’s mathematical
expectation from the planned path.

In this model, the dynamics of goal changes as a
function of the dynamics of external environmental
factors were modeled by the expression

g=a, T a,sin(2ra,r),

where g is an element of vector G;

a, is the offset coefficient along the ordinate axis, tak-
ing conditional values of 1, 2, 3, and 4 according to the
number of goals for each stage;

a, is the amplitude of change;
a, is the frequency coefficient of changes, whose value

equals the expert assessment of the degree of external
environment dynamics under which the goal was set;

t is the time instant — the step for generating change
results during one project stage.

The process of forming TCMHs is described as fol-
lows:

1. The process begins when the integration threshold

is reached:

a.> a,
i

where a, is an element of the integration matrix A — the
degree of interaction between stakeholders i and j;

a is the threshold value (assumed to be 0.5).

2. A group of stakeholders is classified as a TCMHs if
the following condition is met:

Sa, > fforall ie TCMHs,

Jj=1
where [ is the minimum total degree of integration for
TCMHs participants (assumed to be 2).

3. The impact strength of a TCMHs:
pTCMHs = Zi,jeTCMHsa’j ’ p"/' :

The dynamics of TCMHs development are described
by changes in key parameters over time:

1. The change in integration is described by the equa-
tion:

da, (1)
— == 1(4,0.p0),p,0.10)),

where f is a function that takes into account the
current degree of integration, the impact potential of
stakeholders, and the level of informational uncertainty.
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. Adaptation to external conditions:

g(t+D) =g n)+7-¢,()-(g,(n)-r1),

where y is the adaptation rate coefficient.

3.

1.

2.

3

The disintegration of a TCMHs occurs when
al.j(t) < 0 or there is a significant increase in infor-
mational uncertainty n(f) > ¢, where d and ¢ are the
threshold values for integration and uncertainty,
respectively.

New TCMHs are formed if

a, (> aand zjzlaij > B.

Methods for analyzing the evolution of TCMHs:
Stakeholder clustering:

Claster k = {i la, > a, Vj € claster k}.

Identification of key parameters of the interaction
network:

a) stakeholder centrality?:
¢, = Zal,j,
Jj=1

b) clustering coefficient:
GG D

¢1:—

z j,kaf/ "y
. Evaluation of the TCMHs life cycle:

a) average degree of integration:

i Za,,j ).

a ()=
¢ |k| ijek

b) total impact:

(=" p,@).

ick

Using the mathematical model for managing
megaproject changes in the information system should
address the following key questions:

1. What is the degree of stakeholder integration at
each stage? What factors impact changes in the
level of integration?

2. What TCMHs are formed during the project imple-
mentation? What is their role and nature of inter-
action?

3. What is the overall intensity of changes? How do
positive and negative changes compare?

4. How do the speed of changes and informational
uncertainty affect project management?

5. What is the level of misalignment between goals
and results? What factors impact its dynamics?

6. How will changes in stakeholder activity impact
future outcomes? What scenarios are possible?

7. What level of change intensity is optimal? How can
the impact of uncertainty be minimized?

8. How does the model respond to estimation errors
and changes in input data?

Thus, the mathematical model we developed differs
from traditional models in the following key aspects:

1. Stakeholder consideration: The concept of
“stakeholder integration activity” has been
introduced, enabling the description of TCMHs
formation mechanisms; the integration matrix A
quantitatively evaluates the interaction among
stakeholder groups [12, 18].

2. Detailed feedback mechanism: A negative feed-
back mechanism based on change results is used,
providing an accurate description of goal adjust-
ments based on actual outcomes [3, 4].

3. Intensity assessment: Intensity is determined

2 “Stakeholder centrality” is a quantitative measure of their importance, impact, or role within

the interaction network.



through the matrix product of A and P; accounting
for the signs of the elements in matrix Q ensures a
comprehensive analysis of changes [3, 21, 23].

4. Uncertainty consideration: The error vector N
models informational uncertainty, allowing the
system’s behavior to be studied under varying lev-
els of comple-xity [13].

5. New variable interpretation: The vector D is con-
sidered as an operational management task; the
control matrix C aligns cumulative results with
goals, which is crucial for long-term projects.

6. Megaproject specificity: Goal dynamics are mod-
eled using a periodic function, reflecting the
extended implementation timelines; integration
accounts for the complex relationships among par-
ticipants [19, 23].

7. Change optimization: The interrelationship
between the rate of external environment change,
informational uncertainty, and change intensity is
considered, enabling project management adapta-
tion to evolving conditions [25].

8. Practical applicability: The model was developed
with real-world megaprojects in mind, such as the
“Nord Stream 2” project.

These features ensure an accurate description of
change management processes in megaprojects and
the practical applicability of the model.

1.2. Intelligent information system
and methodology for retrospective
neural network analysis
of megaproject change intensity

We conducted a retrospective neural network analysis
to systematize information about the megaproject and
obtain numerical estimates for calculating the intensity
of changes and the role of TCMHs. By “retrospective,”
we refer to the analysis of a completed project, while
“neural network-based” highlights our use of a large
language model — an artificial transformer-type neural
network built on machine learning technology.

We based our methodology on the use of the large
language model Qwen 2.5-Plus (freely licensed) and
implemented it through the Qwen Cloud API. We
developed the software interface in Python 3.10. The
main characteristics of the system are outlined in
appendix 1, and the data processing algorithm along
with the evaluation generation process is described in
appendix 2.

The input data included documents contain-
ing information about stakeholders, goals, budgets,
timelines and other aspects of the megaproject. We
sourced this information from publicly available pro-
ject charters, feasibility studies, scientific articles,
official websites of organizations, statistical reports
and industry reviews.

We formulated the user query to the model to obtain
information about project stages, stakeholders, project
goals, and numerical estimates of matrices and vectors.
To enhance reliability, we utilized prompt engineering
templates (appendix 3).

The adequacy of the generated content depends on
the choice of a model capable of processing both tex-
tual and numerical data, the quality of the input data,
the effectiveness of the query constructed using prompt
engineering principles, and the analytical and statisti-
cal processing of the output data.

To improve the quality of the results, we applied a
procedure of sequential statistical processing of numer-
ical estimates. Within a single session, we processed
batches of documents step by step, expanding the pro-
ject’s informational base. After loading each new doc-
ument, we generated intermediate estimates while tak-
ing previous steps into account. This approach allowed
us to bypass interface limitations related to the volume
of uploaded files and improve the accuracy of estimates
through sequential statistical processing, including the
calculation of arithmetic means and standard devia-
tions of the results. The number of steps was deter-
mined by the available volume of documents and the
need to achieve convergence of mean values and stabi-
lization of deviations.



2. Results of the retrospective
intelligent analysis of changes
in the “Nord Stream 2” megaproject

In this study, we analyzed 63 documents (2011—
2024) to form the information base. These documents
include media publications (RBK, TASS, Financial
Times, etc.), scientific articles (¢eLIBRARY, Scopus,
Web of Science) and data from official websites (PJSC
“Gazprom”, “Nord Stream 2”, etc.). To refine numer-
ical estimates, we processed the documents in eight
steps by merging files.

Table 2 presents the list of key project stakeholders
generated based on the results of the neural network
analysis of textual data.

General goal of the “Nord Stream 2” project is to
diversify gas supply routes, eliminate transit risks, meet
the growing demand for energy resources in European
countries and strengthen the continent’s energy secu-
rity. The project is exclusively commercial in nature?.

Table 3 provides a list of the key goals of the project
by stages, along with expert assessments of the dynam-
ics of change (V) and informational uncertainty (N) in
the external environment, which impact the setting of
these goals.

In appendix 4, the stakeholder integration matrices
by project stages are presented, constructed using the
methodology of neural network analysis. The analysis

Table 2.

Key stakeholders of the “Nord Stream 2” project

Code Stakeholder

Explanation

ST PJSC Gazprom

The initiator and main benegficiary of the project, aiming to increase gas exports and reduce transit risks.
The model considers the role and activities of Nord Stream 2 AG, whose sole shareholder is PJSC Gazprom.

% European energy

Investors and partners in the project interested in stable gas supplies and profits from participation:
Uniper SE (Germany), Wintershall Dea GmbH (Germany), OMV AG (Austria), Engie SA (France),

ompanies Royal Dutch Shell (Netherlands).

S3 Government Supports the project to ensure revenues from gas exports and accelerate socio-economic development
of Russia in Russia.

4 Government Initially supported the project as economically beneficial but later changed its position under pressure
of Germany from the USA.
Governments , . . . o

S5 of transit countries Opponents of the project, concerned about losing transit revenues and increased Russian impact.

Government
6| ofthe USA

An active opponent of the project, viewing it as a threat to Europe’s energy security and a tool
for Russian impact. It imposed sanctions on companies involved in the construction.

7 Environmental
organizations

Opposed the project, expressing concerns about its impact on the Baltic Sea environment.

Governments of
S8 the Baltic region

countries geopolitical consequences.

Have mixed attitudes toward the project: some segments of the population support it due
to potential economic benefits, while others are concerned about environmental risks and

Gas consumers

59 in Europe

Interested in stable and affordable gas supplies but also concerned about the opinions of some
politicians regarding possible dependence on Russia.

3 Formulated based on: RIA “News” (official website), Lavrov stated the goal of the “Nord Stream 2” project, 28.08.2018
(updated 03.03.2020) [online resource]. URL: https://ria.ru/20180828/1527333450.html?ysclid=m3ic7exqtj972069035.

Accessed on 15.11.2024.



Table 3.

Key objectives by project stages with assessments of dynamics of change (V)
and information uncertainty (V) of the external environment*

Project stage Key objectives v N Comment
G1.1. Planning to double gas . , .
spsotuomengs | 0| 0| St g Eu e il
to the “Nord Stream” project. ’ ' ' ’
Stage 1 (1.2. Developing the concept of reducing | 0.73 0.64 | Political instability in transit countries created supply
Ctage : dependence on transit countries. (0.06) | (0.06) |risks. High dynamics and uncertainty.
oncept .
and Planning (1.3. Developing the concept 0.50 0.44 ghe concgptbo{ IEturopea.r;. energty stecutglty |W ?S i
(2011-2015) | of European energy security. (0.03) | (0.05) “ll\lsocrlésgtereémUZE’ ?AISGE: Z'rﬁcbfgou”oﬁg and refaton o
. European companies showed interest in the project,
ﬁ]létﬂ:r?ggaéo ztrttrr?é;:SEuropean (8'?8) (8'82) but the stance of individual countries and the EU as
P ’ ' ‘ awhole remained unclear.
. . The process of obtaining permits and approvals across
G2.1. Obtaining necessary permits 0.60 0.72 ! S .
and approvals, 0.09) | (0.04) Slr:fceerﬁgitr:unsdlcnons was complex, lengthy, and highly
Stage 2. :
Preparation (2.2. Signing contracts with 0.27 0.19 | Signing contracts with contractors was a relatively
and Start contractors and suppliers. (0.11) | (0.12) | standard procedure, albeit with certain risks.
of Construction N . 0.52 0.60 | Attracting financing depended on political factors
(2015-201) | G2.3. Financing the project. (0.08) | (0.07) | and sanction risks, creating uncertainty.
(2.4. Starting the construction 0.33 0.35 | Technical challenges of constructing the offshore
of the offshore pipeline section. (0.10) | (0.07) | section were predictable and manageable.
S (3.1. Completing the pipeline 0.90 0.81 | U.S. sanctions pressure constantly increased, creating
tage 3 despite U.S. sanctions. (0.04) | (0.07) | high dynamics and uncertainty for project completion.
égtrll\gtiruction (3.2. Minimizing the impact of sanctions 0.80 0.72 | Finding ways to minimize the impact of sanctions was
Phase and on project timelines and costs. (0.11) | (0.10) | achallenging task with high uncertainty.
Increased (3.3. Certification and launch 0.70 0.83 | Certification and project launch faced political pressure
Sanctions of the pipeline. (0.05) | (0.09) | and regulatory obstacles, creating high uncertainty.
P
(Qr(e)?glirgom) (3.4. Maintaining dialogue with 0.81 0.92 | Political dialogue amid sanctions and changing geopoliti-
European partners and regulators. (0.08) | (0.07) | cal conditions was extremely difficult and unpredictable.
G4.1. Preserving the infrastructure 0.20 0.72 | Preserving the infrastructure is technically possible,
Stage 4 of the “Nord Stream 2" project. (0.09) | (0.06) | butthe future of the project remains uncertain.
Project ' (4.2. Assessing damages and exploring | 0.13 0.90 | Potential uses of the pipeline under geopolitical
Suspension potential uses of the pipeline. (0.06) | (0.05) | instability are highly uncertain.
and Geopolitical o 0.52 0.81 | Assessing and minimizing financial losses is complicated
Consequences G4.3. Minimizing financial losses. (0.10) | (0.08) | due to uncertainty about the project’s future.
(2022-presen) 012 0.20 | Analysis and lessons learned are internal processes
G4.4. Analysis and lessons learned. (0.07) | (0.05) | relatively independent of external factors. Y

4 The mean value and the 95% confidence interval (Student’s t-distribution) of the assessments from six experts are shown.



of their structure revealed two TCMHs (Temporary

Change Management Hubs):

¢ TCMH-1: S1-S4 (Gazprom, European companies,
Russia, Germany) — a stable integration during the
first three stages and disintegration at the fourth stage;

¢ TCMH-2:S5—S8 (transit countries, the USA, enviro-
nmental organizations, Baltic region countries) — an
increase in integration across the stages of the project.

Examples of TCMH evolution:

TCMH-1 (S1-S4):
¢ Formation: High initial integration (a[j > 0.8) and
shared goals for project implementation.

¢ Development: Stable existence during the first three
stages due to the support of key stakeholders.

# Dissolution: Significant decrease in integration at the
fourth stage due to changes in the political climate
(a;<0.4).

TCMH-2 (S5-S8):
¢ Formation: Gradual increase in integration (ai/. >0.4

by the third stage) in response to growing opposition
to the project.

¢ Development: Strengthening of cooperation among
project opponents (al.j > 0.7 by the fourth stage).

¢ Current state: Maintaining a high level of integration
even after the project’s suspension.

The graphs of the integration dynamics of these
TCMHs across the project stages form the “integra-
tion scissors” (Fig. 2).

Examples of the most illustrative dynamics of inte-
gration at various stages of the project include the fol-
lowing pairs of stakeholders (Fig. 3):

¢ S1/84: Gazprom, Germany — a decline and a sharp
drop at the final stage;

¢ S3/S4: Russia, Germany — a decline and a sharp
drop at the final stage;

* S4/S6: Germany, USA — a decline during the first
three stages and a sharp increase in “mutual under-
standing” at the final stage;

¢ S5/S6: Transit countries, USA — steady growth;

¢ S1/89: Gazprom, Consumers — a noticeable decline.

Total integration, points

13
114
10.9 /12.5
—]—] ——
10.9
9 10.2
95 8.8
7 \5 8
Stage 1 Stage 2 Stage 3 Stage 4
S1-S4 S5-S8

Fig. 2. “Integration scissors”
of two groups of stakeholders, points.

In appendix 5, we present matrices explaining the
stakeholders’ impact on project objectives at different
stages, derived using neural network analysis. Negative
values denote adverse impacts that hinder the achieve-
ment of these objectives.

Figure 4 illustrates the relationship between the lev-
els of integration, total impact, and negative influence
of stakeholders across project stages (in points).

The decline in integration was accompanied by a
decrease in the absolute value of stakeholders’ influ-
ence. Negative influence became most pronounced
during the second and third stages of the project.

Appendix 6 presents matrices of the intensity of proj-
ect changes across stages. Negative values correspond
to the intensity of adverse changes. Figure 5 illustrates
the total absolute values of overall change intensity (in
points) and the percentage of negative change intensity
across project stages.

The most intense changes occurred during the first
two stages of the project, with a minimum of negative
changes observed in the first stage. By the third stage,
nearly 46% of all changes were directed toward oppos-
ing the project.

Figure 6 illustrates the dynamics of the generation
of both total and negative changes as described by the
aforementioned TCMHs.
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Fig. 3. Examples of integration dynamics for selected pairs of stakeholders across project stages.

At the first stage, TCMH-1 generated approxi-
mately 75% of positive changes, whereas at the third
stage, TCMH-2 triggered over 46% of changes, nearly
all of which were aimed at opposing the project.

Classification of TCMH types based on the analysis
of the “Nord Stream 2” project data:

A. Stable TCMHs are characterized by a high degree
of integration (a;> 0.8) and resilience to changes in the
external environment (e.g., TCMH-1).

B. Dynamic TCMHs exhibit a moderate degree
of integration (0.4 < a; < 0.8) and respond quickly to
changes in external conditions (e.g., TCMH-2).

60
50
40 189 201
157 132
30 :
20 28 R .
999 324
21.5 26.5
10
O
-2.8
10 53 _7.1. -_7 i
Stage 1 Stage 2 Stage 3 Stage 4
Integration Impact W Negative impact

Fig. 4. Integration, total impact,
and negative influence across project stages, in points.

C. Transitory TCMHs emerge temporarily to
address specific tasks and dissolve shortly after their
completion (al.j <0.4) (e.g., temporary working groups
for obtaining permits).

Figure 7 illustrates the graphs of the dynamics of
cumulative results of R, constructed based on matri-
ces A and P. The x-axis reflects the conditional dura-
tion of the stage, divided for clarity into 20 segments.
The y-axes indicate the goal numbers. The direction
of the shift of the R, curve relative to the horizontal
axis illustrates the degree of goal achievement and the
deviation from planned values.
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Fig. 5. Intensity of changes
and percentage of negative changes.
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Fig. 6. Dynamics of change generation by two TCMHs, in percentages.

According to the simulation results, the goals of the
first two stages (conceptual planning and construc-
tion preparation) were achieved thanks to TCMH-1,
despite the negative influence of TCMH-2. Experi-
mental modeling’ demonstrated that an increase in the
integration of TCMH-2 during the first stage would
not have altered the outcomes. However, the maxi-
mum negative impact of TCMH-2 would have reduced
the dynamics of goal achievement, particularly affect-
ing the following objectives: reducing dependence on
transit countries (G1.2), establishing European energy
security (G1.3), concluding contracts (G2.2), securing
financing (G2.3), and initiating construction (G2.4).

The implementation of the goals for the active con-
struction phase encountered increasing sanction pres-
sure: the construction pace (G3.1) and dialogue with
regulators (G3.4) fell below the planned levels. The
goals of minimizing the impact of sanctions (G3.2)
and certifying the pipeline (G3.3) were not achieved
due to the influence of TCMH-2. Experimental mod-
eling demonstrated that maximum integration of
TCMH-1 would have facilitated the achievement of
goals G3.2 and G3.3, whereas an intensification of the
negative impact from TCMH-2 would have resulted in
the complete failure of the objectives for this stage.

Evaluating the geopolitical consequences requires
time, with the analysis and lessons learned (G4.4)
identified as the primary focus of the current stage. The
simulation results indicate that achieving full integra-
tion of TCMH-1 is essential for successfully accom-
plishing all objectives at this stage. Furthermore,
reducing the intensity of changes during the third and
fourth stages diminishes the impact of informational
“noise” but leads to greater deviations from the desired
target outcomes [25].

3. Discussion and conclusion

The results of the retrospective analysis of changes
in the “Nord Stream 2” megaproject are consistent
with expert assessments and existing literature, con-
firming the suitability of the analytical framework we
developed. These findings also support the hypoth-
esis that the integrative activities of stakeholders lead
to the formation of temporary change management
hubs (TCMHs), which significantly influence the
intensity of project changes. The dynamics of TCMH
integration influence both the intensity and direction
of changes. Additionally, the success of megaproject
implementation hinges on stakeholders’ ability to
establish sustainable cooperative relationships.

> By experimental modeling, we refer to the “hypothetical” modification of certain values
in matrices A and P to identify the nature of the impact that such scenarios would have

on the cumulative results of R,.
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Fig. 7. Dynamics of the cumulative results
of project content changes by stages.

The proposed mathematical model and neural net-
work analysis methodology make it possible to assess
change intensity and the impact of stakeholder integra-
tion activities on megaproject implementation. These
insights could prove useful for project managers and
participants, government authorities and researchers
in the field of large-scale project management.

This research has identified the limitations of
rational decision-making methods in managing
megaproject changes:

1. The mathematical model demonstrates high sensi-
tivity to input parameters, a characteristic typical of
“wicked” problems.

2. The analysis of the “Nord Stream 2” megaproject
revealed the significant influence of intersubjective
factors on the dynamics of changes.

3. TCMHs were predominantly formed through infor-
mal mechanisms of coordination and adaptation.

The intelligent information system (IIS) we devel-
oped was compared with existing systems such as
SAP Portfolio and Project Management (SAP), Total
Organizational Risk Engine (TORE), Microsoft Power
BI with Azure Machine Learning (MPBI) and IBM
Watson Discovery (IBM). A comparative analysis was
conducted by a panel of five experts using a scale rang-
ing from 0 to 5.

The criteria for comparison included: document
processing time (C1), data volume (C2), consideration
of external environmental uncertainty (C3), analysis
of temporary change management hubs (C4), evalua-
tion of change intensity (C5), adaptability to new data
(C6), interface usability (C7) and the need for custom-
ization (C8). Figure & shows the distribution of expert
scores across information systems and criteria.

According to expert evaluation, the information
system we developed outperforms other systems in
addressing the tasks under consideration.

The mathematical model, information system and
neural network analysis methodology developed in this
study can be utilized for both retrospective analysis of



completed projects and management of ongoing pro-
jects. The key approaches include:

1. Forecasting and optimization of TCMHs dynamics:

Neural network data analysis predicts the formation
and transformation of temporary change management
hubs (TCMHs), identifying potential conflicts and
suggesting preventive measures. Managing the inten-
sity of changes through stakeholder integration levels
and accounting for external factors helps avoid both
excessive and insufficient activity.

2. Evaluation of management effectiveness and strat-
egy adjustment:

Regular updates of integration and influence matri-
ces enable the assessment of TCMH performance,
adjustment of management strategies and adaptation
of project goals based on current data and forecasts.

3. Scenario modeling and decision support:

Modifying parameters (integration, uncertainty,
external environment) within scenario modeling assists
in evaluating the consequences of decisions and select-
ing the optimal strategy. Integrating analytical data
into decision support systems provides an objective
foundation for effective management.

4. Risk monitoring and uncertainty management:

Analysis of key parameters (matrices A, P, Q, and
vector D) allows for timely identification of risks and
prevention of their escalation. Assessing informational
uncertainty and external environmental impacts mini-
mizes risks and enhances project adaptability.

5. Coalition building and stakeholder engagement:

Analyzing opportunities for enhancing integra-
tion among key participants facilitates the formation
of effective coalitions and strengthens dialogue with
stakeholders to achieve shared goals.

Thus, the proposed approaches provide compre-
hensive change management, enhancing the adaptabil-
ity and effectiveness of projects.

A promising direction for further research is the
application of the neural network analysis methodol-
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Fig. 8. Expert scores by criteria.

ogy to compare megaprojects of different types. This will
help identify patterns in TCMH dynamics, taking into
account industry-specific characteristics, scale, cultural
context and other factors. Based on the data extracted by
the neural network from a large document corpus, con-
clusions can be drawn regarding the success and failure
factors of megaprojects. Additionally, universal recom-
mendations for change management can be developed. m
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Appendix 1.
Key characteristics of the information system developed here

Category ‘ Characteristics

Client-server architecture with cloud deployment.
System Architecture Web interface for interaction with end users.
API gateway for integration with external systems.

Access methods: POST requests for sending prompts and receiving responses.
API Configuration Request limits: restrictions on queries per second (QPS) for system stability.
Input and output data format: JSON.

Support for DOCX, PDF, TXT, CSV formats.
Automatic conversion to UTF-8.
Extraction of key metadata.

Document Upload
and Processing Module

Implementation of the mathematical model for change management.
Data Analysis Module Application of a neural network model for generating numerical assessments.
Sequential statistical processing of results.
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Category

Results Visualization Module

Characteristics

Plotting the dynamics of stakeholder integration.
Generating reports in HTML format.

Technical Specifications

Platform: Python 3.10.
Libraries: Pandas, NumPy, Matplotlib, Seaborn, NLTK.
API Qwen Cloud.

Document Upload

Support for DOCX, PDF, TXT, CSV formats.
Automatic conversion to UTF-8.
Extraction of key metadata.

Information Processing

Text preprocessing using the NLTK library.
Forming requests to the Qwen Cloud API.
Statistical processing of results using Pandas.

Functional Capabilities

Uploading and analyzing documents related to megaprojects.

Generating integration matrices A, influence matrices P, and intensity matrices Q.
Calculating the discrepancy vector D and control matrix C.

Building predictive scenarios for event development.

Evaluating the effectiveness of active TCMHSs.

User Interface

Ability to select the project stage for analysis.
Customization of analysis parameters (threshold values for integration, influence).
Exporting results to Excel for further analysis.

System Workflow

Document upload by the user via the web interface.

Text preprocessing and extraction of relevant information.

Forming requests to the neural network model according to the mathematical model.
Statistical processing of obtained results.

Visualization and presentation of results.

Security

Data protection through AES-256 encryption.
Two-factor authentication for system access.
Role-based access control model.

Performance

Processing a single document up to 1 MB in size within 1-2 minutes.
Analyzing a batch of 10 documents within 10-15 minutes.
Maximum data volume processed in one session: 100 MB.

Scalability

Capability for horizontal scaling via Docker containers.
Automatic scaling of computational resources based on load.

System Requirements

Minimum: Intel Core i5 processor, 8 GB RAM, 100 GB free disk space.
Recommended: Intel Core i7 processor, 16 GB RAM, 200 GB free disk space, NVIDIA RTX 2060 GPU.

System Training

Use of a pre-trained neural network model.
Capability for retraining on new data.
Mechanisms for parameter calibration for specific projects.

Ergonomics

Intuitive interface.
Query templates for typical tasks.
Ability to save analysis settings.
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Appendix 2.
Algorithm for processing textual data and generating numerical scores

Conversion of documents into UTF-8 format.
Input Data Preparation Extraction of metadata: creation date, authors, source.
Standardization of terminology using an equivalence dictionary.

Creation of a structured query template based on the variables of the mathematical model.
Prompt Design Inclusion of checkpoints to verify the logical sequence of inferences.
Use of a formalized language for describing project management processes (based on PMI PMBOK Guide).

Splitting documents into semantic blocks, each containing up to 32,768 tokens.
Sequential loading of blocks with context preservation.
Application of a sliding window to ensure information overlap between blocks.

Token Limit
Constraints

Temperature: 0.1 (increased determinism of responses).
Top-p: 0.9 (ensuring diversity while maintaining quality).

Max output tokens: 8,192 (comprehensive analysis of context).
Repetition penalty: 1.1 (reduction of repetitiveness).

Model Parameters

Statistical Processing Iterative refinement of numerical estimates through arithmetic mean and standard deviation calculations.
of Results A minimum of 8 document-loading iterations to ensure convergence of average values.

Appendix 3.
Prompt engineering templates

Prompt template “ Code example

Chain-of-Thought | Breaking down complex tasks into 1. "Step 1. Identify all stakeholder pfrnr.s with rlngh”lntegratlon.
Prompting a sequence of logically connected steps 2."Step 2. Analyze the qature of their |Inte.ract|on..
3. “Step 3. Evaluate the impact on achieving project goals.”
Few-Shot Providing several examoles of correct 1. “Example 1. For the pair S1 and S4 at stage 1, the degree of integration is 0.70.”
. g P 2. "Example 2. For the pair S5 and S6 at stage 3, the degree of integration is 0.60.”
Learning answers before the main query . .y . . .
3. “Now perform a similar analysis for the pair S2 and S3.
Calibration Including control questions with known 1. “What is the probability that S1 will have high integration with S4?
Prompting answers to adjust probabilities (Correct answer: 0.70)”
Decomposition Breaking down complex tasks 1. “First, determine the integration between all stakeholder pairs.”
Prompting into subtasks 2. “Then calculate the overall intensity of changes.”
json
1.4
Structuring resoonses 2. “integration_scores”: {
Output . g resp 3.“51_S4™ 0.70,
: in JSON format for ease “
Parsing . 4,"S5_56":0.60
of further processing 5
6. “change_intensity”: 0.85
7.}
Contextual Including the context of result 1. “The assessment is needed to build an integration matrix for further mathematical
Instructions usage in the query analysis.”
Step-by-Step Sequential refinement of model re- 1. “First version of the answer — ...”
Feedback sponses with feedback 2. “Now improve the answer, taking into account ...”
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Stage 1.

Stage 2.

Stage 3.

OTan 4.

S1
S2
S3
S4
S5
S6
S7
S8
S9

S1
S2
S3
S4
S5
S6
S7
S8
S9

S1
S2
S3
S4
S5
S6
S7
S8
S9

S1
S2
S3
S4
S5
S6
S7
S8
S9

Stakeholder integration matrices by project stages

S1

0.30

S1

Im
[y

0.18

0.10
0.00
0.05
0.00
0.10
0.10

S2

0.40

S2

S2
0.18
0.30
0.10
0.10
0.00
0.10
0.10
0.10
0.20

S3 S4 S5 S6 S7 S8

0.30
0.40
0.20
0.50
0.30
0.40
0.51
0.20 0.50 0.30 0.40 0.51 0.60

039 | 060 | 022 036 030 040

S3 S4 S5 S6 S7 S8

S4 S5 S6 S7 S8
0.10 0.00 0.05 0.00 0.10
0.10 0.10 0.00 010 0.10 0.10

Appendix 4.

S9

0.39
0.60
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0.36
0.30
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070
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S9
0.10
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Stage 1.

S1
S2
S3
S4
S5
S6
S7
S8
S9

Stage 3.

S1
S2
S3
S4
S5
S6
S7
S8
S9

Stage 1.

Appendix 5.

Matrices of the stakeholders’ impact on project objectives by project stages

Gl1

0.40

0.20
0.50

Gl1

0.10
0.18

Gl1

1.99

184

G12

0.10
0.28

Gl2

0.08
0.20

G13

0.50

0.23
0.40

Gl3

Gl14

0.50

0.30
0.60

Gl4

0.20
0.30
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0.40

Stage 2.

Stage 4.

S1
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S7
S8
S9

G21 G2.2 G2.3 G2.4

0.20 0.28 0.20 0.18
0.30 0.40 0.27 0.30

G4.1 G4.2 G4.3 G4.4

0.08 0.20 018 0.50

020 030 040 | 063 |

Appendix 6.

Matrices of the intensity of project changes by project stages

Gl12
2.00
133
173
116

G13

146

Gl14

1.86

Stage 2.

S1
S2
S3
S4
S5
S6
S7
S8
S9

G21 G2.2 G2.3 G24

1.34 1.39 124 123

124 136 125 117
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Gl1 Gl2 Gl3 Gl4 G4.1 G4.2 G4.3 G4.4
S1 1.36 0.97 126 S1 1.07 0.95
S2 0.76 0.58 093 S2 0.23 0.26 0.43 0.54
S3 116 0.82 0.97 S3 1.08
Stage 3. S4 1.00 0.39 0.36 0.77 Stage 4. S4 -0.04
S5 -0.59 -0.52 S5 -0.38
S6 -0.85 -0.64 S6 -0.28
S7 -0.79 -0.59 S7 -0.27
S8 0.08 -034 -0.36 0.19 S8 -0.04
S9 0.80 0.30 0.26 0.68 S9 0.14
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is used in real economic activity to find solutions to large-scale tasks, the speed of which is not a critical
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Introduction

he simplex method [1] is widely used in eco-

I nomic planning and forecasting tasks [2, 3].

In a broad sense, the task of linear program-

ming [4] is that it is necessary to maximize or minimize

some linear functional on a multidimensional space
under given linear constraints [5—7].

The role of linear programming, in particular the
simplex method in economic analysis and planning, is
described in [8]. It says that linear programming was
considered as a tool for implementing neoclassical
economic principles at a time when the very concept
of a market economy was under attack from several
directions. Linear programming has become widely
used in national economic planning [9—11], especially
for developing countries, and for studying individual
industries, especially energy. The article [12] describes
the experience of applying linear programming to the
US oil refining industry. The use of linear program-
ming combined with a more careful selection of infor-
mation sources provides greater predictive power com-
pared to the use of forecasts based on time series. The
article [13] also emphasizes the need for a complete
understanding of the specifics of production processes,

otherwise the methods of mathematical econom-
ics [14], in particular, linear programming, give only
very approximate results. Works [15, 16] characterize
the use of the simplex method as follows: this proce-
dure can be interpreted as a search for market prices
that balance the demand for factors of production with
their supply.

At the same time, there are practically no works that
would test the use of the simplex method to solve a
large number of similar tasks with multiple conditions
in a short time for individual users. In other words, the
simplex method is used in real economic activity to
find solutions to large-scale tasks, the speed of which is
not a critical factor. This significantly limits the applied
value of the simplex method in the economic sphere.

Thus, based on the fact that the simplex method is
actively used and there is a definite tendency to switch
to more detailed models, it can be concluded that there
is a need to speed up calculations based on it. First of
all, we are talking about calculations performed on
household/office computers rather than on supercom-
puters [17—19]. In this case, the Graphical Processor
Unit (GPU) becomes the most important means of
speeding up calculations [20, 21].



GPUs are a set of a very large number (up to 10 000)
of simplified processor cores over shared memory
which can run several tens of thousands of parallel pro-
cesses. This means that graphics accelerators are very
well suited for solving linear algebra problems (such as
matrix multiplication). The computing time on GPUs
is usually considered in comparison with the comput-
ing time on the Central Processor Unit (CPU).

1. Overview
of parallel implementations
of the simplex method

The article [22] presents the parallelization of the
simplex method in a tabular version for systems with
shared memory in order to solve large-scale linear pro-
gramming problems with a dense matrix. The authors
describe the general scheme of the method and explain
the strategies adopted to parallelize each step of the
standard simplex algorithm. The acceleration and par-
allel efficiency are analyzed in comparison with the
standard simplex method when using a system with
shared memory and 64 computing cores. Experiments
were performed for several different tasks, up to 8 192
variables and constraints. The maximum acceleration
achieved is about 19.

Work [23] considers parallelization of the simplex
method based on OpenMP technology. This approach
is used to improve acceleration and efficiency. The
results of the parallel algorithm are compared with the
usual simplex method. This work also used a feature of
modern processors such as multithreading. The pro-
posed parallelization algorithm scales easily to a dif-
ferent number of processor cores. In the general case,
a number of computational experiments have been
conducted using the example of solving the problem
of distributing wagons between freight terminals of a
railway station. An acceleration of 7 times is reported
for 8 OpenMP streams with a data dimension of more
than 102.

The article [24] discusses previous attempts to par-
allelize the simplex method in the context of improving
the performance of sequential implementations of the

simplex method and the nature of practical linear pro-
gramming (LP) problems. For the main task of solv-
ing common large sparse LP problems, the author of
the article did not find parallelization of the simplex
method, which provides a significant improvement in
performance compared to a good sequential imple-
mentation. However, some success has been achieved
in the development of parallel solvers for dense LP
problems or those or with special structural proper-
ties. As a result of the review, this paper determines the
directions of future work aimed at developing parallel
implementations of the simplex method with practical
value. These directions are related to the use of parallel
factorization methods and parallel sparse matrix inver-
sion methods.

It was noted in [25] that studies devoted to the
implementation of mathematical programming meth-
ods on the GPU are still in their infancy. One option
is to modify existing algorithms in such a way as to
achieve significant performance gains by executing
on the GPU. The article [25] solves exactly this prob-
lem by presenting an effective implementation for
the simplex method adapted for the GPU. The arti-
cle describes how to perform the steps of the adapted
simplex method in order to take full advantage of
the GPU’s capabilities. The experiments performed
demonstrate significant acceleration compared to the
sequential implementation, which highlights the enor-
mous potential of the GPU.

The above review shows, firstly, the relevance of the
work on the parallel implementation of the simplex
method, and secondly, that this work should be mainly
focused on computing systems with shared memory, in
particular, on the GPU, which confirms the correct-
ness of the problem statement for this article.

2. Description
of the simplex method
in matrix form

Due to the need to conduct a detailed analysis of
the algorithm’s performance, as well as to emphasize
the difference from the more common simplex method



in the form of tables, we describe the simplex method
in matrix form (or revised simplex method), following
the book [26].

Let’s consider the linear programming problem in
the following form: it is required to minimize ¢x under
the condition Ax = b, x > 0, where A4 is a matrix of size
m X n, having rank m. The algorithm for solving the
problem is shown in Fig. 1.

Next, we provide a step-by-step description of the
algorithm.

2.1. Initialization step

Choose an initial basic feasible solution with basis B.

2.2. The main part of the algorithm

1. Solve a system of linear algebraic equations
Bx,=b.

2. Solve a system of linear algebraic equations
wB = ¢, with a single solution w = chB*'. The vector
w is commonly called a simplex multiplier due to the
fact that its components are used as multipliers for the
rows of the matrix A when converting it to a canoni-
cal form. Next, you need to calculate z—c,=wa—c
for all nonbasic variables. Let 7,-¢ :n}gx{zj —cj},
where J is the current set of indexes associated with
nonbasic variables. If z — ¢, < 0, then the current
solution is the optimal solution. Otherwise, step 3 is
performed with x, .

3. Solve the system By, = a,. If y, <0, then the cal-
culation stops, and it is concluded that the optimal
solution is unlimited and lies on a straight line

IR

where e, is a vector of length (n — m), consisting of
zeros, except for the component with the number k,
which is 1.

If y, >0, then step 4 is performed.

4. Let x, be included in the basis. Then r is the index
of the blocking variable x, , such that the basis remains
unchanged as a result of rthe following check for the
minimum ratio

5
Y., =min B’
rk 1<i<m yr,k :yi,k >0

Next, you need to update the basis B, where a,
replaces a,, , update the set of indexes J and repeat step 1.

2.3. The performance
of the simplex method
implementation in matrix form

The operating time of the simplex method in matrix
form was measured on several model tasks on a com-
puter with an Intel Core i7 950 processor, 3.07 GHz
(Table I). The model tasks were generated using an
online linear programming task generator [27].

3. Software implementation
of the simplex method
in matrix form

Modern Python programming language tools,
namely the Numpy library, facilitate extremely con-
venient implementation of computational algorithms
based on operations with matrices. As a result, the sim-
plex method was implemented in accordance with the
procedure described in section 2.

One of the objectives of this work is to show that it
is possible to use the power of high-performance com-
puting to solve applied problems using very easy-to-
use tools. In this regard, the PyTorch library, designed
to work with neural networks, was used to implement
the simplex method on the GPU. The PyTorch library
has two important advantages from the point of view of
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Are there
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Select x, with maximum modulo negative ¢’
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'min

The end

Fig. 1. Algorithm of the revised simplex method.
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Table 1.

The operating time of the simplex method in matrix form

Number of restrictions Matrix size A Time, milliseconds
10 10x20 9.3
10 10x 910 271
100 100 x 600 36.7
900 900 x 1800 222.3

the problem being solved: a large set of tools for matrix
calculations and the ability to transfer calculations to
the GPU without changing the program, just add-
ing one instruction that makes sense to “transfer the
matrix to the GPU.” All further calculations with the
specified matrix will be performed on the GPU. As can
be seen from Table 2, when transferring the calculation
to the GPU using the PyTorch library, the calculation
time is noticeably reduced.

Without giving code listings, however, we can say
that when using alternative implementations of the
simplex method, the main of which is CUDA tech-
nology, it is necessary to perform several preparatory
operations before calculating, for example, a matrix
product, namely, to move the matrices from com-

puter memory to GPU memory and convert them to
a format that is optimal in terms of computing on the
GPU. Then, in fact, the implementation of the matrix
product is performed based on asynchronous calcula-
tions using the maximum possible number of parallel
processes.

Thus, it can be seen that porting computational
algorithms to the GPU using the PyTorch library is
much easier than using specialized programming tools
such as CUDA, OpenACC, cuBLAS, etc.

The performance of the simplex method imple-
mented on the GPU was measured on the Nvidia
TITAN X graphics accelerator, as well as on Nvidia
Volta (computing cluster of the NSC NGU). The
measurement results are presented in Table 2.

Table 2.
Performance of the simplex method implemented on the GPU
Number of restrictions Matrix size A Time on Titan, ms Time on Volta, ms Time on CPU, ms
10 10x20 1.9 1.3 9.3
10 10x910 44 44 271
100 100 = 600 52 52 36.7
900 900 x 1800 81.9 23.7 222.3




Shorter billing time for Nvidia Volta is achieved due
to the so-called tensor cores, which additionally speed
up operations such as matrix multiplication.

The program’s performance was also analyzed on
the Nvidia A100 Ampere graphics accelerator installed
on the KSTU’s Euler computing complex. Figure 2
shows the dependence of the operating time of the
matrix conversion procedure, as the mathematically
most time-consuming operation, on the parameter N,
which, from the point of view of the simplex method,
represents the number of variables. Here it is impor-
tant to pay attention to the fact that matrix inversion is
implemented in CUDA using the PyTorch library, and
the graph shown does not mean that a linear depend-
ence of the operating time of matrix inversion on the
number of variables has been obtained. To clarify this
point, consider the number of CUDA threads. Due to
the fact that the matrix reversal algorithm is not imple-
mented manually on CUDA, the number of threads is
selected automatically. However, the profiler makes it
possible to see how many threads are used. The result
is shown in Fig. 3.
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Fig. 2. Dependence of the matrix reversal time
on the graphics accelerator
Nvidia A100 from the number
of simplex method variables.
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Fig. 3. The number of CUDA threads used
when performing matrix inversion
in the implementation of the simplex method
on the Nvidia A100 graphics accelerator.

Time, ms
600
500
400
300
200
100

N
0
0 200 400 600 800 1000 1200

Fig. 4. Dependence of the matrix reversal time
on the graphics accelerator
Nvidia A100, depending on the number
of limitations of the simplex method.

In addition, the dependence of the matrix rever-
sal time on the number of constraints of the simplex
method M looks interesting (Fig. 4).



4. Directions of applied economic
application of the software
implementation of the simplex method
in matrix form

The algorithms and approaches described above can
be used to solve three main groups of applied economic
problems, including in the field of marketing, manage-
ment (in the framework of customer experience man-
agement, as well as the implementation of assortment
and product policies), plus finance.

The first group is commercial tasks in the field of
marketing promotion of goods/services that require
an instant solution in the form of an online response
in order to obtain a positive super-effect of spontane-
ous purchases. An example of this is the application
of grocery hypermarkets, which generates the final
consumer basket of the current order in the presale
mode. Given the increasing level of detail of informa-
tion about the customer (his personal data, as well as
the purchase history), the number of parameters act-
ing as limitations within the simplex method is becom-
ing large enough to justify its use. In such a situation,
the client is not ready to wait for the time required to
calculate the CPU (taking into account the queue of
clients), as well as to transfer information. Given the
speed of modern life, the client is focused on obtain-
ing exceptionally instant results achieved with the use
of graphics accelerators, which is accompanied by an
appropriate explanation and justification.

The second group of economic tasks is the intellec-
tualization of the work of high-performance chatbots
using fuzzy logic, that is, generating non-standard
answers to pre-programmed questions. This will sig-
nificantly increase the ability to perform the function
of a personal assistant, including: (a) expand the plan-
ning horizon of the schedule, which will be able to
take into account the limitations of family members,
work schedules, climatic seasonality, etc.; (b) prepare
sound recommendations in the field of a healthy life-
style, including the composition and formulation of

combined products that take into account gerontologi-
cal, anthropometric, personal data, taste preferences,
etc. It is obvious that the increasing scale of the use
of assistant bots will allow for more targeted interac-
tion with consumers, as well as the use of recommen-
dation system algorithms for sellers (tasks at the inter-
face with those described above in the first group). For
example, based on the characteristics of food products
(from the simplest composition of proteins, fats and
carbohydrates, to the characteristics of the comple-
mentarity of individual products or the impossibility
of their joint consumption), the problem of forming
the most optimal portfolio of orders in hypermarkets
delivering their products to customers can be solved.
In such a situation, the linear constraint matrix may
significantly exceed the limits defined in the article,
which emphasizes the importance of practical appli-
cation. At the same time, it is worth emphasizing that
the customer flow of large e-commerce entities tends to
grow sharply, a trend that may continue at least in the
medium term. At the same time, even a decrease in the
growth rate of Internet business in 3—5 years will most
likely lead not to a recession, but to the release of rele-
vant economic indicators to a plateau, while maintain-
ing a significant amount of remote interaction between
companies and customers in the long term.

The third group combines financial and economic
tasks, where the speed of decision-making is one of the
key factors for successful algorithmic trading on the
exchange and over-the-counter markets. It is worth
noting that this group of tasks is currently, on the one
hand, one of the largest in terms of the number of mar-
ket participants, since the vast majority of traders are
focused on using various mathematical models when
organizing their activities. On the other hand, the
competition of available algorithmization methods and
the high “cost of error” of trading, which is often car-
ried out at the expense of customers or using margin
trading schemes, make it difficult to test hypotheses,
which inevitably occurs as part of the application of
new machine learning methods.



It is worth emphasizing that the above groups do
not exhaust the tasks where the simplex method can be
effectively applied in matrix form on the GPU. These
include traditional economic issues in the field of opti-
mization, taking into account limited resources, as well
as other, for example, creative tasks (Basadur Simplex).

Conclusion

The research we conducted has shown that transfer-
ring the implementation of the simplex method in matrix
form to the GPU using the PyTorch library makes solv-
ing the problem much easier than using specialized pro-
gramming tools such as CUDA, OpenACC, cuBLAS,
etc. The question arises as to how good the results of this
simpler method are. For the test calculations performed,
when transferring the calculation to the GPU using the
PyTorch library, the calculation time is reduced by 3—5
times, depending on the size of the task.

On the other hand, it is important to be able to speed
up calculations using the simplex method for rela-
tively small tasks and for ordinary workstations used
in real economic calculations, rather than for super-
large problem statements that can only be solved on
a supercomputer, which corresponds to real practice,
since even calculations carried out within the frame-
work of economics do not provide examples of very
large tasks for the simplex method. This paper presents
three main groups of applied economic problems that
can be effectively solved using the tools described in
the article.

It should also be noted that CUDA technology
allows us in almost all cases to achieve the highest
efficiency of implementation on the GPU compared
to PyTorch. However, CUDA is so complex that its
use to solve some real problem is usually a separate
big question. This work uses a less effective but much
simpler tool. m
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Abstract

This paper considers the transformation of methods and models of strategic management based on the
ecosystem approach within the framework of the formation of a unified digital platform for management.
The ecosystem approach to the socio-economic development of society is gaining popularity as a result
of global social requirements for environmental protection and a careful attitude to use of limited natural
resources. Environmental problems in the Russian agricultural sector are increasing, in particular due to
the process of formation of agro-industrial associations, mainly in the form of agricultural holdings. In this
case, there is a problem of a systematic approach to using of technologies for the integration of all types of
resources involved in production, taking into account the growing number and importance of environmental
factors. Mathematical modeling is proposed as the main method of strategic management research. Unlike
most of the existing models, which are often iconographic, the model proposed allows us to consider a larger
number of factors. This makes it possible to assess various options of the modeling objects development
using a simulation approach. As a result of the research, a mathematical model of strategic management
of agroholdings for sustainable development was developed. It is shown that the development strategy
should be implemented considering an appropriate automated management information system. This will
lead to a radical change in the whole system of management and production. It will allow the enterprise
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to apply strategic goal-setting, focusing first of all on quality, controllability and other components of

competitiveness. The mathematical model proposed provides justification of unified methods of long-term

digitalization applicable for large agricultural associations, as well as for small and medium-sized farms,

which will be able to cooperate with agricultural holdings relying on the principles of outsourcing.
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Introduction

he ecosystem as a scientific concept stems

from biology, where a system is understood as

a symbiosis of physical objects and biological
organisms in some habitat in which they are interde-
pendent and interact effectively [1—3]. The ecosystem
approach is a concept based on new digital solutions
aimed at improving the efficiency of control actions
in the field of environmental protection. The ultimate
goal is to transfer to the descendants as many natural
resources as possible, while reducing the environmen-
tal burden on mankind and the natural environment.

A natural ecosystem can be defined as a system con-
sisting of living and non-living elements interacting
with each other in certain spatial areas [4]. When trans-
ferring the concept of ecosystem to socio-economic
systems, the first part of this term (“eco”) means the
environment of some organizational structure, and the
second part (“system”) describes (from the point of
view of the systems theory) the interrelation of elements
functioning according to certain rules. Thus, in socio-
economic research an ecosystem is defined through
exogenously specified elements of the environment, as
well as agents endogenously acting together according
to the rules of the system, to the benefit of the partici-
pants of such interaction [5, 6].

Nowadays, research in the field of using the ecosys-
tem approach regarding socio-economic development
of mankind is becoming more and more important
due to the rapidly increased global social demand for
environmental protection, as well as for more efficient
and environmentally friendly use of dwindling natural
resources. This was confirmed by the establishment
by the UN General Assembly (in 1987) of the Inter-
national Commission on Environment and Devel-
opment, which developed the concept of sustainable
environmentally friendly development of the entire
world community. In addition to the social demand
mentioned above, the concept considers other com-
plementary factors, including demographic, financial
and social ones.

Environmental problems in Russia are increasing.
In agriculture, the control by regulatory bodies over
compliance with soil fertility preservation norms has
decreased. The rules of crop rotation are not observed;
chemical fertilizers and substances against discases
and pests are widely used, with the aim to increase
the volume of production and its profitability. All this
negatively affects not only harmful organisms but also
beneficial ones interacting with them. Such external
impact on ES and non-observance of some rules of
the state of soil equilibrium, taking place over a quite



long period of time, turns the soil into a warehouse of
toxic chemicals with their further transmission through
crops and animals to humans themselves. Thus, in [7]
it is reported that in Russia about 2 million hectares of
land are degraded per year, which leads to production
losses of 3.9 million tons. Consequently, the fertility of
chernozems in central part of Russia has almost halved
over the last ten years.

Conducting crop rotation with ensuring the nec-
essary level of an agricultural producer’s profitability
requires the development of long-term and current
plans, as well as their subsequent regular adjustment
and management, taking into account changing con-
ditions. For each specific enterprise, it is impossible to
develop an individual digital tool for solving this task,
because of the increased number of internal and exter-
nal environmental factors. Therefore, some analog of
the computer aided design system is essential. An inte-
grated management information system (MIS) should
provide information support for such a process, and an
ecosystem approach is fully applicable for its construc-
tion. At the same time, since market relations require
seeking the most rational solutions while determin-
ing areas of activity, building the management infor-
mation system is related with the best methods and
approaches developed in the field of strategic man-
agement. The concept of sustainable environmentally
friendly development, along with the political and eco-
nomic instability worldwide during the last decade, has
led to active research in the field of strategic manage-
ment. Therefore, integrated crop rotation management
requires creation of business ecosystems with elements
of strategic management [8].

1. Models and methods
of strategic management

The theory of management leads to formation of
strategic management as an independent integral sci-
entific field [9, 10]. In these works, planning had a
short-term annual horizon, the reason for which was

the general economic stability in developed countries,
in particular, in the relationship with the external world
(environment) and provision of various resources. The
extension of the planning horizon from one to several
years was a consequence of the growing problems in
the influence of various factors of the external environ-
ment on the work of businesses.

Accelerated development of science, technology and
engineering, as well as the globalization of the econ-
omy (the appearance of production facilities with glob-
ally distributed assembly sites for individual product
components) force most firms to engage in long-term
planning and appropriate management. The develop-
ment of the concept of strategic management became
the result of such trends and research has surged in this
area. Among the most famous foreign scientists who
have worked in this field, we can mention Strickland
and Thompson [11], as well as Mintzberg, Albert, Por-
ter, Bowman, King, Drucker, Ansoff, Mescon, Khe-
douri, Cleland, Ahlstrand, Lampell, Chandler. It is
also possible to distinguish such Russian specialists as
Vikhansky [12], Shekhovtseva [13], Terekhova-Push-
naya [14] and some others.

For some time, the models of strategic manage-
ment were subjected to various modifications [13].
As a result of the evolution, a large number of mod-
els based on graphics and flowcharts appeared. Quite
often the difference between models was only in the
number and content of consecutive stages of strategic
management description. At the same time, all models
have some common descriptions of the stages of SM,
which include:

+ goal setting of the firm’s activity;

¢ allocation of a number of tasks aiming to achieve
strategic goals;

# selection of tasks (from a certain set of options) that
are the most important (optimal) from the point of
view of strategy implementation;



¢ implementation of the tasks selected;

¢ monitoring, analysis and evaluation of the imple-
mentation of the approved trajectories focused on
strategic goals.

In all the models, the most important function of
strategic management (which is essential for our mod-
els) is analyzing internal resources, as well as features of
the external environment that are significant for com-
panies, including economic, social, political, environ-
mental, technological and some other factors. Recent
events show that the external environment is becoming
more and more dynamic, forcing us to seek answers to
a range of questions:

¢ what is the portrait of a prospective buyer of the
company’s products;

¢ to what extent can the company’s products be
substituted by products of other firms, consider-
ing the financial condition of buyers in the future;

¢ what is the price distribution of goods depending
on regional wages, delivery volumes and the level
of logistics development;

¢ what are the level and trends of product develop-
ment in terms of public, business and regulatory
requirements for quality, health safety, design and
prospective characteristics;

¢ what are the conditions for obtaining loans and
their impact on the cost of goods, the level of
competition, its dynamics and expected forms;

¢ what is the degree and quality of adoption of digi-
tal technologies by expected competitors;

¢ what is the forecast of trends in the rulemaking
of the state institutions affecting the company’s
interests.

As a result of attempts of different organizations to
take into account most of the factors of the external
environment listed above, the theory of business eco-
systems was developed [8].

2. Methods of strategic management
based on a single digital platform

James F. Moore, the founder of the theory of busi-
ness ecosystems, gives the following definition of a
business ecosystem [8]. By analogy with natural eco-
systems, a business ecosystem is an economic com-
munity that includes (according to certain criteria,
as is customary in system analysis) a group of inter-
acting actors (organizations and individuals) from
the business world. This means that an ecosystem of
any organization includes both its own divisions and
related entities, including customers, suppliers, inter-
mediaries (participants of value added chains), as well
as all kinds of departments, bodies and institutions
which provide monitoring of compliance with stand-
ards, regulations and laws. Moreover, competitors
that have or may have a significant impact on the eco-
system, as usual, are also included in the ecosystem.
The influence of all these elements on the entire eco-
system should be considered at all management lev-
els, relying on appropriate exchange of information.

In [7, 15, 16] a unified digital management plat-
form (DMP) is studied for developing a typical MIS
for multi-sector agricultural enterprises. In the light
of the above mentioned arguments, this platform
claims the role of a digital tool for implementing the
concept of business ecosystems in practice. This solu-
tion also represents a basis for developing a strate-
gic management system. The DMP consists of three
main sub-platforms that could be adopted as digital
cloud standards:

¢ collection, transmission and storage of primary
accounting information (Fig. 1);

+ database of technological information (Fig. 2);

+ knowledge base reflecting the algorithmic support of

management functions (in crop production, 240 typi-
cal algorithms are ontologically identified).

An example of enlarged modular information model
of crop production in agricultural farms is given in Fig. 2.
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Cloud database of primary accounting

Type of operation Operation object Operation subjec Location Time interval Involved means of production

Scope of operations | Type of consumed resource | The amount of consumed resource | Quality of operations

Fig. 1. Modules of the sub-platform for collecting, transmitting and storing primary accounting information.

BIOCENOSIS (946)
I I
Atmosphere (168) Land (291) Organisms (487)
Atmospheric and climatic — Farm (22) | Biological classifier (15)
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—  Soil temperature (13)
— Field (29) [ Diseases (2)
—  Heat flow into the soil (2)
Agrometeorological - Weeds (2)
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— umidity (5) of the field (46)
— Culture (108)
— Freezing depth (3) || Soil (77)
— Seed lot (79)
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— Crops (38)
— Snow cover (17)
—  Production (harvest) (118)
— Plant condition (123)

Fig. 2. Large-scale modular information model of crop production.
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The sub-platform for collecting, transmitting and
storing primary accounting information has an inter-
industry universal nature for the main production
sectors. Two other sub-platforms represent digital
standards of a specific industry. DMP also contains all
the master data and classifiers that are necessary for
management algorithms. It should be noticed that the
universality of the first sub-platform, implemented as
an appropriate toolkit, is related with storing all the
technological operations performed and all the infor-
mation collected using the Internet of Things. This
may explain the argument advanced by academician
Glushkov in favor of the OGAS project (“to overtake
without catching up”) since conceptually the DMP is
far ahead of the overseas approach to the digitaliza-
tion of the economy [17, 18]. This is related with the
statement of J’son & Partners Consulting that at pre-
sent in the US agricultural sector there are only two
types of specific sub-platforms: aggregators collecting
and accumulating primary data and sub-platforms of
applied tasks [19].

Let us consider the expected results of the applica-
tion of the MIS implemented on a single DMP regard-
ing the development of various strategic management
systems.

As noted above, the business ecosystem of any
enterprise includes many economic agents in contact
with it, as well as government and regulatory insti-
tutions that provide compliance regarding laws and
standards. Growing integration trends of the digital
economy significantly strengthen this relationship. It is
possible to note the emerging requirements of market
agents and private buyers to receive online information
about various characteristics of goods (for example, in
Russia the Honest Sign system is actively developing).
Such requirements based on digital economics integra-
tion technologies have been realized in the concept of
traceability of goods and services. A digital tool imple-
menting the traceability concept allows us to provide
suitable information about the manufacturer, compo-
sition of the goods (with quality, price, cost indicators),

production date and expiration date, and other data,
not only to participants of production and logistics
chains, but also to all stakeholders, including regula-
tory authorities. As a result of the spread and improve-
ment of this tool, customer behavior patterns in digi-
tally developed countries is changing towards choosing
higher quality and safer goods, medicines and food
products. As follows from the considered characteris-
tics and capabilities of the DMP, an ideal tool for pro-
viding traceability of goods and services is MIS devel-
oped on the DMP basis [20], which also includes a
digital platform of logistics management [21] (Fig. 3).

Moreover, it can be concluded that DMP, in com-
bination with a number of other digital technologies,
such as artificial intelligence allows us to make reli-
able and objective calculations of the individual con-
tribution of each participant in the value chain to the
cost of production. This allows us to draw the follow-
ing conclusion: the business behavior of all partici-
pants in the chain will undergo a radical transforma-
tion caused by full awareness of the real contribution
of each of them when transferring their products to
the chain [20]. We forecast that in 15 to 20 years,
when DMP will be recognized due to its practical
efficiency, it can be predicted that this platform will
become an instrument for changing the service model
of socio-economic relations to a product model of
behavior for the whole society [22].

3. Methods of strategic management
of an agro-industrial association
based on a single digital platform

Scientific interest in strategic management in Rus-
sian agriculture sector is explained (behind tasks of
a general nature) by growing environmental prob-
lems and declining soil fertility. This interest is also
facilitated by ongoing structural reforms, which leads
to rapid increase in agricultural holdings bringing
together enterprises from different industries and
regions with different levels of development. The
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Fig. 3. Scheme for implementing product traceability within a single automated control system based on the DMP.

main dominant motive for this is the need to integrate
agricultural organizations with more profitable live-
stock processing enterprises. For these enterprises,
such relationships guarantee the access to relatively
cheaper (comparing with market process) raw materi-
als and essential technological stability. Often these
enterprises act as initiators of such integration. This
leads to reduction of market intermediaries’ partici-
pation in supply chains and, in the case of organiz-
ing own retail chains — to implementing the principle
“from the field to the counter” (this principle is simi-
lar to appropriate trends in foreign countries).

The creation of holdings gives rise to a number of
problems associated with the alignment of production
facilities, as well as providing effective integration of

all the resources (material, labor, financial and digital
resources essential in the era of digital economy) while
forming optimal logistics chains.

To resolve the problems listed above, let us discuss
the strategic management model of an agricultural
holding, considering its integration trends.

As in has been mentioned, holdings include the
crop, livestock and processing industries of the
agro-industrial complex. To shorten the model, we
do not consider secondary industries that carry out
auxiliary functions, and we take into account their
impact on total costs within the main industries.
However, in the future (considering that the holding
has completely switched to the DMP) it is manda-
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tory to include in the model the logistics block, as
an important element of the integration processes.
Further, we assume that only crop and livestock
products serve as raw materials for processing enter-
prises, and only crop products serve as raw materi-
als for the livestock industry (although, in practice,
some processing waste is included in the feed ration
of some animals). Due to quite strict crop rotation
requirements, to produce such a set of plant crops
only for the needs of the livestock and process-
ing industries is not possible. Therefore, additional
products should be supplied either to the market
or to processing. The scheme of factors taken into
account when developing a strategic management
system for an agroholding is shown in Fig. 4.

Considering the assumptions described, there is
a problem of defining an optimal prospective struc-

ture for the production of the holding’s final prod-
ucts. This makes it possible to maximize profit, using
effective integration technologies regarding all the
resources used in production. Moreover, it is essen-
tial to take into account investments in the economy,
production technologies, as well as mechanisms for
achieving the required level of product competitive-
ness (Fig. 5). The next stage of strategic management
will allow us to introduce a program for transition
from the initial state of the agroholding to the final
state obtained as a result of strategic planning of the
first stage [23].

It is known that the main processes of agricultural
production are determined by the structure of scien-
tifically justified crop rotation [24]. The choice of crop
rotation determines technologies of land process-
ing and caring for plantings, the scope of measures
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Fig. 4. Factors taken into account in the strategic management of an agricultural holding.
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for cultivated plants protection, the list of chemicals
planned for use, the brands and nomenclature of tech-
nical means, the structure and territorial distribution
of warehouses and production buildings, etc. It can be
said that the final result of agricultural production as
whole depends on the selected structure of crop rota-
tion, in which land is the main resource. Crop rotation
provides rational and efficient use of other resources
applied for growing crops. Therefore, the forma-
tion of strategic management systems of agroholdings
should be preceded by the development of scientifi-
cally approved crop rotation, the mathematical model
of which is presented in [25].

For this reason, all the technological processes must
be informationally and algorithmically interconnected
in accordance with the integration principles. The same

is relevant to logistics, the digital technologies of which
must act as a link between all crop rotation elements —
suppliers of materials, fuel and chemicals, temporary
storage points (warehouses, silo tanks, haylage towers,
grain threshing floors), all kinds of consumers of plant
products (livestock farms, processing and feed mills,
elevators, traders), as well as transportation entities
themselves. The relevance of considering logistics as
an element of crop rotation for the purpose of its opti-
mization is confirmed by data on the huge costs for it
in Russia — about 20% of GDP [21] (for comparison,
in the EU these costs are 2.5 times lower).

Let us consider the mechanism for integrating the
logistics block into the strategic management model,
since it has a significant impact on the interregional
and intra-farm life of the agricultural holding. Due to



the nonlinear behavior of the logistic model, it seems
reasonable to use the logistics block when designing
crop rotation in the simulation mode (Fig. 6), one of
the variants of which is described in [21].

The mathematical model of strategic management
considered in [25] refers to static linear models, which,
due to the existing powerful mathematical apparatus,
are used in the overwhelming majority of studies in
the field of strategic planning. Although agriculture is
a weakly structured system with significant nonlinear
dependencies, their formalization is quite complex.
For example, the Liebig principle, published by the
German scientist Justus von Liebig back in 1840, is still
in use, and neither artificial intelligence, nor mathe-
matical nonlinear methods can improve it. In practice,
according to academician Dorodnitsyn, over 98% of
mathematical models are linear. For example, back in
1970 to refute the statement of Nobel laureate Robert
Solow about the absence of an economic effect from
the computerization of the economy, the Economist
Intelligence Unit used a simple Cobb—Douglas func-
tion, which becomes linear after taking its logarithm.

However, while using such an approach, the most
serious problem in strategic management modeling
tasks is finding the optimal process of transition from
a known initial state of the system to the target state
determined by strategic planning. Most works consider
strategic management only as developing a long-term
plan. A mathematical model of the second stage of the
transition processes optimization is given in [25].

Conclusion

The approach to optimization of strategic manage-
ment in agricultural production is discussed in this
work. The basis of this approach is a management
information system, which should be created in each
agricultural holding on the basis of a single DMP of
production. After the implementation of the DMP in
the selected holdings this approach can be extended to
other enterprises and farms, which could act as some
additional links in the global supply chains of holdings
on the principles of outsourcing. The construction of
an MIS of enterprises on a single DMP will allow an
entire agro-industrial complex to arrange an effective
transition to organic farming with minimization of
environmental risks caused by the harmful effects of
natural and human factors on the products.

Successful implementation of the solutions imple-
mented in DMP requires the availability of structured
and ontologically verified information: on completed
technological operations (for example, using the Inter-
net of Things), on monitoring results, on the state of
cultivated and harmful plants and soil, on the required
volumes of equipment and chemicals applied, as well
as other information stored in the DMP database that
is essential for implementation of farming technolo-
gies. Thus, in crop production almost all cultivated
plant experimental technologies for the introduc-
tion of nutrition and protection of products are being
developed. All this information should be collected
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and used, however the problem is complicated by the
refusal of large enterprises to provide the necessary
information even to the Ministry of Agriculture. This
fact was manifested in attempts to test the model in
practice, taking into account the accumulated experi-
ence within the framework of the “Electronization of
Agriculture” program, in collaboration with experts
from the Kuban Research Institute of Agriculture,
which has large long-term experimental material on
the formation of crop rotations.

The model was tested for adequacy on one of the
farms in Krasnodar Region, which has over 7 thousand
hectares of land (with two groups), for which recom-
mendations for the use of crop rotation were available.
The implementation, confirmed by the State Commit-
tee for Science and Technology document, showed the
economic effect of increasing the yield of grain and
leguminous crops by 4 ¢/ha without additional costs.

This experience has shown that violations of crop
rotation in Russia and the lack of necessary account-
ing of technological operations do not allow collect-
ing the initial information required for the model.
Although the highly developed agriculture of Kuban
Region significantly surpasses other regions in terms
of information, it was not possible to collect all the
information necessary to implement the full model,

so a significantly simplified model was implemented.
In this case, the necessary data had to be restored by
statistical methods based on data from other farms.
This is evidenced by studies showing that over 85% of
the industry information is stored either on paper, or
in spreadsheets. Moreover, in many farms important
information is not stored at all.

This was the reason for the lack of sensitivity stud-
ies of the model. It was important to check its behav-
ior when forming crop rotations for the choice of fields
depending on the continuous or scattered method of
fields placing, since this significantly affects fuel con-
sumption, time characteristics and overall production
efficiency. The continuous method is used in the case
of large areas of land of one agro-ecological group
located on a geographically uniform array and claiming
to accommodate one of the crop rotations. Such geog-
raphy and the physical and chemical properties of the
soil suggest placing all fields directly next to each other.
The scattered method is used in the case when fields
belonging to one agro-ecological group are placed on
land plots geographically isolated from each other.
Simulation calculations have shown the importance of
this point, so work is being carried out regarding an
optimization model, which is reduced to a variation of
the problem of packing in containers. ®
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