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Abstract

Recommendation systems are widely used in the commercial field. The algorithms and architectures 
of recommendation systems are similar in various fields of application and have proven their effectiveness. 
Recommendations are based on the user’s profile, the manner of his behavior on various IT (Information 
Technology) resources, as well as on similar users. At the same time, the use of recommendation systems 
in specialized areas is not widespread. Technology divisions are a promising new area of application for 
recommendation systems, and IT experts themselves will be the users. The purpose of this article is to 
consider a combination of a recommendation system, machine learning (ML) and LLM (Large Language 
Model) and to design these tools in a single system. Data volumes are currently measured in petabytes 
(1015 bytes) and exabytes (1018 bytes). In order to process even technical information (metadata/technodata) 
from the surrounding IT landscape, from the IT systems used by experts, AI (Artificial Intelligence) agents 
are needed. This article provides a literature review regarding the use of recommendation systems in 
combination with LLM applications, and suggests an application architecture model that generates human-
readable news from technical event logs. The system is designed for a group of users who work with big 
data (ML engineers, data analysts, and data researchers). It is a combination of recommendation system 
technologies, LLM, and machine learning models. The article also provides the first results of the research 
that was carried out.
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Introduction

Today we are witnessing the widespread crea-
tion and use of AI agents. Tools such as rec-
ommendation systems, expert systems and 

voice assistants have become commonplace. But to 
effectively solve practical problems, the isolated use of 
individual tools is no longer effective, so system archi-
tectures are becoming more complex, and organiza-
tions are designing integrated systems to solve complex 
problems. The cases of designing complex systems will 
be discussed later in section 1.

In terms of the combination of technologies, we can 
single out currently popular AI agents - digital assis-
tants for performing a set of tasks: several AI agents will 
be able to interact with each other and autonomously 
perform complex tasks without human intervention 
[1, 2], and be his unconditional assistant. The imple-
mentation of AI agents in all spheres of life, including 
human processing of large amounts of disparate data 
using smart assistants, is an urgent task for the com-
ing years.

Recommendation systems have become a uni-
versal tool used in various fields, including those 
unrelated to the Internet: healthcare, education, 
logistics, etc. The introduction of recommendation 
systems in Technology departments is promising. 
The emergence of powerful language models based 
on the transformer architecture (LLM) has opened 
up a new approach to solving the problem of process-
ing large amounts of data. Using LLM, it became 
possible to extract relevant information from large 
amounts of technical data, which was previously a 
task requiring significant human resources; iden-
tify target audiences among employees of the Tech-
nology department who may be interested in spe-
cific events or information; work with various types 

of professional information, including metadata, 
technological events, news from disparate channels 
and chats, articles, professional meetings, etc., and 
combine them all in a single interface. By focus-
ing on the professional interests and competencies 
of employees, the system so designed will be able to 
provide more accurate recommendations and focus 
on relevant technical events without distracting the 
employee with uninteresting events that are outside 
the scope of his professional activity.

The use of LLM for log analysis was discussed in 
[3] and [4]. The authors consider a model for reduc-
ing the number of anomalies by analyzing the logs. 
At the same time, in the approach considered by the 
authors, there is a limitation on the composition of 
fields – the so-called weak adaptivity property, and, 
as a result, the need to retrain LLM in case of changes 
in input data structures. That is, technical data were 
used for analysis and forecasting and have limitations 
on input data structures. With the development of 
LLM, new scenarios for working with technical data 
appear, namely, notifying the end user about relevant 
events in the IT landscape. The authors also explicitly 
point out another drawback of the models working 
with logs – this is insufficient interpretability. When 
log-based anomalies are detected, interpreted results 
are crucial so that the administrator and analysts can 
trust and act on the automated analysis. The system 
model proposed in this article will allow LLM to be 
integrated into the industrial development process, 
ensuring that information is not lost and will be deliv-
ered to the recipient in a timely manner, as well as 
unambiguously interpreted. This approach is a new 
way of applying LLM to existing technical data.

The proposed system model also assumes the for-
mation of a user’s portrait for the correct selection of 
recommendations. To do this, concepts such as a user’s 

Keywords: recommendation system, matrix factorization, prompt engineering, LLM, AI agents
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portrait or user profile are introduced into the termi-
nology. The users of the system are data experts – ML 
engineers, data analysts, and data researchers who are 
located within a diverse IT landscape, hundreds and 
thousands of systems of which are regularly updated, 
and in which tens of thousands of events occur regu-
larly every month that need to be monitored.

1. Recommendation systems  
in large dynamic IT landscapes  

for metadata filtering

Recommendation systems are used in various 
fields, which include both commercial activities – 
e–commerce, distance education and entertainment 
platforms – these systems contribute to the selection 
of goods, services and content that match individual 
preferences and behavioral characteristics of users. 
They are increasingly being used to solve technical 
problems in the fields of security and construction, as 
a tool generalization of large texts, etc.

The review article [5] states that the key element 
used in modern information technology is data anal-
ysis using artificial intelligence technologies. The 
author considers machine learning, neural networks 
and natural language processing as the main elements 
of artificial intelligence that are used for data analysis.

In the article [6], the author describes hybrid sys-
tems in which various approaches and algorithms are 
combined to achieve more accurate personalized rec-
ommendations within the framework of building rec-
ommendation systems. It also describes the advantage 
of this combination over collaborative filtering and 
content-based recommendation models. At the same 
time, the author claims that hybrid systems solve the 
problems of cold start and aggregation of information 
from various sources. In the article [7], the authors 
additionally classify hybrid systems into monolithic, 
mixed, and ensemble models, defining monolithic 
recommender systems as a set of parts of various 
types of recommendation algorithms, and mixed rec-
ommender systems as a combination of the results of 
all the recommender systems included in it. At the 
same time, the complexity of developing such systems 

is highlighted, since significant resources and efforts 
are required.

In the article [8], the authors also use generaliza-
tion methods for the purposes of their research and 
apply them to the input stream of social network mes-
sages numbering in the millions. The authors con-
sider the case that the length of a generalized topic 
is a controlled variable, and further express the opin-
ion that automatic generalization is the task of cre-
ating a consistent abbreviated version of the docu-
ment, which outlines its main provisions. In this case, 
depending on the chosen use case, the target length of 
the final result can be selected relative to the length of 
the input document or can be limited.

The authors of the article [9] consider the use of 
LLM applications in construction to compile auto-
mated reports based on technical information, and 
also cite resource optimization as one of the results 
obtained. The authors use the term “intellectualiza-
tion of construction inspection” in their work, and 
also point out the shortcomings in research that cur-
rently construction inspection mainly relies on man-
ual execution and analysis.

The authors of the article [10] consider the use of a 
combination of machine learning, LLM and genera-
tive AI technologies. Similar to previous works, the 
authors pursue the goal of optimizing the working 
hours of experts in a specific field, and achieve it using 
modern technologies. The authors conduct research 
using the GPT-4 model (Generative Pre-trained 
Transformer 4) and mention the risk of hallucinations 
as LLM responses, as well as identify non-determin-
ism (different responses during different sessions) as 
an additional level of complexity and unpredictability 
in the process of generating responses.

The authors of the article [11] also consider a com-
bination of LLM applications and RecSys (Recom-
mender Systems) to solve their problem and especially 
focus on the problem of cold start, considering vari-
ous options. The authors call their system A-LLM-
Rec (All-round LLM-based Recommender system), 
because the main idea is to allow LLM to directly use 
the collective knowledge contained in a pre-trained 
modern recommendation system based on collabora-

Recommendation system model based on technical events	 9
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tive filtering (CF-RecSys, Collaborative Filtering), so 
that new LLM features can be shared, as well as high-
quality representations of users and products that are 
already trained in the modern CF-RecSys system. But 
the experiment is still being conducted not on tech-
nical data, but with human-readable headings and 
descriptions.

The authors of the article [12] position their 
approach as innovative. They describe in detail the 
application of an LLM-based multi-agent architec-
ture, which uses the following chain of agents: Per-
ceiver – Learner – Performer – Critic – Thinker. The 
architecture uses a Learn – Act – Criticize cycle and 
a reflection mechanism to increase the effectiveness 
of user interaction. As in the previously reviewed arti-
cles, the authors of this article focus on cold start. At 
the same time, the focus is on the balance between 
the accuracy of recommendations and user satisfac-
tion. The experiment was also conducted on human-
readable data. In general, it is the LLM component 
(consisting of small agents/modules) that is presented 
as innovation.

In the sources considered, much attention is paid 
to large language models, the architecture of which 
can be found in detail in [13]. It should also be noted 
that the creation of intellectual assistants in various 
subject areas is actively considered not only by for-
eign authors and researchers, examples of which are 
given in sufficient detail in this section, but also by 
domestic authors and researchers [14, 15]. The dif-
ference between the system being designed in this 
study is that the system we designed does not have 
business goals such as audience retention or increased 
content consumption, but rather aims to notify the 
user of changes in the company’s information infra-
structure that are relevant to their specifics and objec-

tives. For example, the release of a new data product 
related to the user’s projects, changes in the data rele-
vant to him, the release of releases of systems relevant 
to the user, changes in metadata, etc. Let’s highlight 
two problems that were not fully solved in [4] – weak 
adaptability of models and insufficient interpretabil-
ity of results, and further in this article we will con-
sider ways to solve these problems, among others.

2. Architecture  
of the Techno Events  

Smart News feed system

The primary information about an event is technical 
data generated by other systems (event logs), which are 
difficult for humans to perceive. Our task is not only 
to find an event that is relevant to the user, but also to 
bring it to a form that is easily perceived by humans. 
Due to the wide range of events being processed, a uni-
versal solution for bringing event information to a user-
friendly form is to implement LLM to summarize tech-
nical data in a news notification containing all the key 
aspects of the event. In addition, to better match users 
to a specific event, we will use tagging to highlight key 
properties.

To define the context of the study, we will intro-
duce the term “technodata”: These can be thousands 
of events taking place in hundreds of IT landscape sys-
tems. Table 1 shows a simple example of the structure 
of such events.

To solve the research problem, an intelligent system 
for processing a large volume of events was designed, 
the architecture of which is shown in Fig. 1.

Let’s consider the main elements of this system.
	♦ Events generated in IT landscape systems are stored 
in the DBMS.

Table 1.
Example of an event table

id Date Event’s type Description ... Author Source

uuid Date String Text ... Varchar Varchar
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	♦ The Giga-intgr microservice sends technical event 
data to LLM. The response from LLM (processed 
events) in the form of generated news and assigned 
tags is recorded in the DBMS.

	♦ The Jira-intgr microservice requests a list of user tasks 
in the Task Accounting system (Jira) and transmits 
it to Giga-intgr using a message broker. Giga-intgr 
transmits the received message to LLM. The response 
from LLM (user tagging) in the form of tags for each 
user is recorded in the DBMS.

	♦ The SegmentOfAuditory-serv service generates a 
matrix of user-news correspondence using a model.

	♦ The homepage service receives news for display in the 
feed from the DBMS via the API.

The overall result of using LLM in the presented 
architecture model is the ability to solve the following 
key tasks:

	♦ Tagging users, i.e., assigning them appropriate tags 
reflecting their interests and preferences.

	♦ News tagging, which allows you to classify news 
materials into various categories and topics.

	♦ Forming a short news content based on technical 
information so that the user can quickly familiarize 
himself with the content of the message without 
having to read the entire text.

	♦ The recommendation system has to solve the problem 
of selecting interesting news for each specific user 
based on his personal interests and preferences.

	♦ The system architecture presented is able to take 

Fig. 1. The main elements of an intelligent system for processing a large volume of events.

Recommendation system model based on technical events	 11
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into account a large number of the following 
parameters:

	♦ A large number of information systems as sources, 
which can be measured in the range from one to 
several thousand.

	♦ A large number of events with different structures, 
which can also vary depending on the event or the 
source system, as well as over time; the number of 
events can be measured in hundreds of thousands, 
and the number of attributes in the structure of these 
events can vary from two to several hundred.

	♦ A large number of user roles and an even larger 
number of users.

The architecture of the system is shown in Fig. 2, 

and a description of the technical components is given 
in Table 2.

The architecture is designed in a micro-service style 
and assumes placement in a dynamic infrastructure on 
an OpenShift cluster in order to increase the level of 
horizontal scaling.

3. Optimizing work with technical events

3.1. Setting the task  
of recommending news

In order to preserve the coherence of the presen-
tation and to formalize the problem, we present a 

Fig. 2. Component diagram.
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description of the matrix factorization method, which 
was repeatedly and in detail discussed in [17–19], 
and is a decomposition of the source matrix into the 
product of two other matrices of lower rank. In the 
study described in this paper, the final matrix R is 
decomposed into matrices A and B: a set of employ-
ees is considered U = {u1, u2, …, um}, multiple tasks  
T = {t1, t2, …, tn} and multiple news N = {n1, n2, …, nk}. 
Employee task matrix   is defined in 
such a way that aij = 1, if the ui employee is engaged 
in the task tj, and aij = 0 otherwise. News matrix 

 represents the relevance of the ni news 
to the tj task. The purpose of the study is to find the  
recommendation matrix , where rij – is 
the degree of relevance of nj news to the ui employee.

Assessment of the relevance of news for tasks is per-
formed by calculating the degree of relevance of bij for 
each task tj and news ni using BERT text analysis meth-

ods. The relevance of news for a ui employee is assessed 
by calculating the degree of relevance of rij for each ui 
employee and nj news using the employee’s task matrix 
A and the news matrix B. The ranking of news for each 
ui employee is based on the degree of relevance of rij in 
descending order.

This approach can be represented using the follow-
ing formula:

,

where ail is the degree of participation of the ui employee 
in the tl task, and bjl is the degree of relevance of the  
nj news to the tl task.

Restrictions are introduced on the research task: a 
limit on the maximum number of recommendations 
L for each employee and the establishment of a mini-

Table 2.
System components

Component Description

Large language model The Giga Chat API technology will be used as a means of accessing the large language model [16].

Any, Jira, ClickStream These components are external data source systems. Any arbitrary system can act as a source.

DBMS A stateful component for storing data in a structured form.

Kafka Broker A stateful component for implementing interaction between microservices.

Giga-intgr
A component (microservice) for implementing interaction with a large language model. 
 Implemented in Python.

Jira-intgr
A component (microservice) for implementing data acquisition from the surrounding landscape.  
Implemented on NodeJS.

SegmentOfAuditory-serv
This component (microservice) is used to select, transform, combine, and other ways to prepare  
data to find useful patterns, as well as to extract patterns from the data obtained.

API-serv The API for the main page of the feed is implemented in NodeJS.

Front-serv The main page of the feed (GUI) is implemented in JavaScript – React.

Recommendation system model based on technical events	 13
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mum degree of relevance rmin, below which the news is 
not recommended to the user.

The following criteria are used to evaluate the model 
used: accuracy (Precision), completeness (Recall) and 
F1-score. The goal is to maximize these metrics to 
provide the most relevant recommendations for each 
employee. The combination of evaluation criteria is 
presented in Table 3.

This assessment will determine how boldly the 
model should select recipients. The initial assessment 
is first performed by a human.

It is important to note that when training the model 
in the course of the study, an assumption will be made 
about the confidence interval: if there are no errors 
of the first kind and there is an acceptable number of 
errors of the second kind, then the same picture will 
be preserved for the entire set (sample). Errors should 
be aggregated by the reviewer and a decision is made 
whether further training of the model and correction 
of the error are required. Errors of the second kind 
are corrected by promptness, errors of the first kind 
require additional training.

It is also necessary to take into account the need to 
solve the “cold start” problem [20], which occurs once 
when the system is started.

At the presented stage of the study, the assumption 

Table 4.
Quantitative characteristics of the experiment

Characteristic Value Characteristic Value

Number of “DP Creation” events 40000 Training sample 75%

Number of “MD Change” events 10000 Test sample 25%

Number of DM application releases 10–1500, including child tasks The rank of the matrices the value of X will be accepted

Number of DSM application releases 10–1500, including child tasks Factorization steps the value of Y will be accepted

Number of users 50 Range of values  
of the original matrix {0, 1} – implicit feedback

Table 3.

The criteria matrix

The news should  
be recommended  

and indeed got into  
the recommendation

(TP)

The news should be  
recommended, but it doesn’t 

actually make it  
into the recommendation

(FP)

The news should  
not be recommended,  
but it actually gets into  
the recommendation

(FN)

The news should not be  
recommended, and indeed  

does not get into  
the recommendation

(TN)

is made that technical news is offered to users ran-
domly. To evaluate the quality of the predictions, the 
set of estimates V was divided into separate sets Vtrain 
for training and Vtest for testing. The tests for the model 
will be performed on quantitative indicators, which are 
presented in Table 4.

The characteristics presented in the Table 4 are rel-
evant to the specifics of this work:
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	♦ DP (data product) is a type of information asset 
that is a structured description of a set of industrial 
data (type and composition of data, data sources 
and delivery methods) available for ordering and 
receiving through industrial data distribution paths 
for use in the interests of the Bank’s products and the 
Ecosystem.

	♦ CAP (Corporate Analytical platform) is the general 
name of the solution responsible for obtaining 
data, processing it, and providing the processed 
data to interested parties. A centralized platform 
for data collection (loading), delivery (unloading), 
processing, integration, research and analysis. The 
CAP consists of a Core and a User Space.

	♦ MD (Data Manager) is an employee of the 
Bank, assigned to the role in accordance with 
the Data Management Policy (depending on the 
destination).

	♦ DM App (Data Map) is a system responsible for 
managing data products: their attributes, structure 
and accessibility to distribution in the Data 
Supermarket App.

	♦ DSM App (Data Supermarket) is a single portal 
for interaction with the CAP which allows you to 
study and order data from the CAP. It is intended 
for distributing data in the CAP from replicas of 
industrial sources.

At the initial stage of the experiment, more than 
95% of the cells of the matrix V will be unfilled, i.e. 
the matrix will be very sparse.

The standard deviation (RMSE) will be used as a 
metric [21]. RMSE will allow you to estimate the pro-
portion of news that should have been shown to a spe-
cific group of users and were shown:

,

where 

Mi is the predicted value for the i-th observation in the 
dataset;

Oi is the observed value for the i-th observation in the 
dataset;

N is the sample size;

d is the degree of freedom in the model configuration. 
For a linear fit d = 2.

3.2. LLM and prompt engineering

For the purposes of our research, we will use the 
already trained GigaChat language model [22], and 
focus on prompt engineering to achieve the desired 
result without further training the model. The mean-
ing of these terms is presented in [23]: prompt engi-
neering is the process of creating efficient and accurate 
tools for working with large language models (LLM). 
Prompt is a text description of a task that needs to be 
completed using an AI model. A query that is set by the 
model to generate text, images, code, or other types of 
content.

The following elements will be used to transfer it to 
a large language model:

	♦ Summary type prompt – highlighting the main theses 
from the text, keywords for these types of prompt: 
reduce, summarize;

	♦ Prompt with the type “Generation”, keywords: write, 
compose, invent;

	♦ Role – for acting as a certain character;

	♦ The Zero-shot method does not contain any response 
examples, the response of a large language model will 
be received in free form.

A preliminary list of event log attributes to be trans-
mitted to a large language model based on which the 
news will be generated:

	♦ FB tribe;
	♦ Tribe;
	♦ DP name;
	♦ Data product;
	♦ Category;
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	♦ Data product type;
	♦ Cluster;
	♦ Schema Platform;
	♦ Database schema;
	♦ Number of tags;
	♦ Tag name;
	♦ Tub. MD DP number;
	♦ UUID;
	♦ Latest status;
	♦ MD assignment date;
	♦ Publication flag;
	♦ Name of the receiving system;
	♦ Distribution platform;
	♦ SLA and others.

A tribe is a group of cross-functional teams working 
on a product or service area. Each team includes spe-
cialists of all the necessary profiles to create a turnkey 
product.

Thus, based on the attributes of the “Date Product 
Change” event: 

	♦ the news should appear: “The W showcase for the 
online assistant has been launched in Block Bl”;

	♦ the following tags should be assigned to the news: 
{“Focus Group”: “Block Bl”}, {“Topic”: “Showcase W 
for online Assistant”}, {“Category”: “Block Bl News”}.

When preparing prompt, it is important to make 
sure that there is no hallucination effect [16, 24]. Also, 
a mandatory point in the preparation of the prompt is 
the task of mandatory passage of the Censor’s check. 
There may be cases when the Censor regards a correct 
request to a large language model as undesirable for 
discussion and returns a response about the inappro-
priateness of this topic with a request to change it to a 
correct one.

Based on the results of the primary study, the fol-
lowing results were obtained, presented in Table 5.

Table 5 shows a comparison of the distances between 
objects and the results of generation based on them.

	♦ Prompt 1: “Generate a clear and concise news 
article summarizing the key details of the event 
described in the technical data provided. Focus on 
presenting factual information in a human-readable 
format, avoiding any speculation, assumptions 
or excessive embellishments. Make sure that the 
article has a clear and logical structure, uses the 
correct grammar and syntax of sentences. Use a 
neutral tone and avoid sensationalistic language. 

Table 5.
Results of the primary research

The distance between the prompts Prompt 2 Prompt 3

Prompt 1 0.03732394628917002 0.095708435241878

Prompt 2 0 0.0855076122459778

The average distance between the news generated using these prompts AI-news of prompt 2 AI-news of prompt 3

AI-news of prompt 1 0.15939979460493073 0.1789409953210833

AI-news of prompt 2 0 0.13067957637939245

	16	 Kirill I. Pashigorev, Andrei O. Reznikov



BUSINESS INFORMATICS        Vol. 19         No. 1         2025

The goal is to provide an informative and objective 
overview of the event, making it easy for readers to 
understand.”

	♦ Prompt 2: “Generate a short and informative news 
article summarizing the key details of the event 
described in the provided technical data. Focus on 
presenting factual information in a neutral tone, 
avoiding any speculation, speculation or emotional 
language. Use a clear and logical structure and 
avoid sensational or attention-grabbing language. 
The goal is to provide an objective summary of the 
event so that readers can quickly understand what 
happened.”

	♦ Prompt 3: “As an expert in making informative 
notifications, make up a short message no more than 
10–12 words long that will provide key information 
about the event.”

From the data in Table 5, it can be seen that even 
products that are similar in structure and content can 
produce results with significant deviations from each 
other. This behavior can be compared with the behav-
ior of a rigid system of ordinary differential equa-
tions (ODES). Based on the fact that the project uses 
an already trained LLM without the global need for 
further training, as well as on the basis of the results 
obtained, it is concluded that a clear formulation of the 
plan is necessary to obtain a stable result.

Based on the study of the behavior of the model with 
various prompts, three prompts were selected, the data 
on which were given in Table 5. With the help of these 
data, a test sample of news was generated, which was 
provided for markup on the TagMe platform [25] to 
the target group of users of this product, in order to 
select the optimal informative and easy-to-understand 
version of the generated news. As a result, the second 
prompt was selected for use in the pilot version of the 
product.

3.3. Cold start  
and first results

Considering that the users of this service will be 
employees of our company, it is advisable to think 

about how to “warm up” the cold start for new users 
in order to reduce the funnel of convergence of the 
system to the recommendation of the most relevant 
news. Since our target audience exists in the same IT 
landscape, it is possible, in addition to collecting tech-
nical data, to also collect digital traces of user work. 
The first and most obvious trace is the tasks that were 
started by the user, and which the user started him-
self. Based on this, we can immediately hypothesize 
that the tasks associated with the user reflect the type 
of his professional activity, and therefore, comparing 
the news in proximity to the user’s tasks in Jira, we 
can assume how relevant they are to the user. Hav-
ing received the user’s tasks and having constructed 
embeddings for the tasks that the user was engaged 
in, and embeddings for news and technical data, we 
can build a matrix of proximity (cosine distances) 
between tasks and news. This way we can get primary 
information about which news is most likely to over-
lap with the user’s professional activities.

After constructing the correlation matrix, the task 
arises of displaying it in a ranked list of news for rec-
ommendation to the user. The simplest approach 
would be to calculate the average correlation for each 
news item and sort it by the values obtained. However, 
in the course of the study, another method was cho-
sen, the algorithm of which looks like this: for each 
news item, the top N (N = 5) news items are selected 
for each task, each news item is assigned a weight 
equal to (N – i), where i is the number of news in the 
top for each of the tasks; next, all the weights for each 
news item are summed up and sorted according to the 
values obtained. The peculiarity of this approach is 
that not all news gets into the final ranking, however, 
the distribution of news occurs in a more “honest” 
way due to the fact that some tasks are poorly cor-
related with both relevant news for the user and other 
user tasks. This distribution allows, firstly, to reduce 
the impact of outliers and make news ranking more 
resistant to abnormal user activity, while maintaining 
relevant news for abnormal activity, and, secondly, 
to exclude irrelevant news from the ranked sample, 
which in the future will allow more complex models 
to be used more confidently on such a filtered sam-
ple news. But at the moment of the cold start, we can 
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simply output K (the number of news recommended 
to a particular user) of the first news from this list.

Thus, when the user logs in for the first time, the 
system already has primary data on the specifics of the 
user’s work, based on his tasks obtained from the task 
accounting system. The system calculates embedding 
based on the user’s tasks which will later be used to find 
the cosine distance with news embeddings. Next, the 
user is invited to read the recommendations that the 
proposed model has calculated for him in the news feed.

The advantage of using the proposed system model 
is the exclusion of the use of classical conditional 
algorithms to determine the target groups of users. 
In the proposed system model, this function will be 
performed by the recommendation system using the 
cosine similarity algorithm and the overlap matrix. 
The way a large number of event types are handled 
by classical methods using conditional operators does 
not produce the desired result. Meanwhile, using a 
language model to categorize events and users allows 
you to process these types of events quickly and opti-
mally. It is also worth considering that the same type 
of event, but with different input characteristics, such 
as, for example, a logging object, may be relevant for a 
specific user in one case, but in another case it will no 
longer be relevant with a different logging object. Pro-
cessing all possible combinations of input parameters 
using conditional operators is an expensive operation 
from a technical point of view.

Conclusion

This article presents the concept of an event man-
agement system architecture and a model for routing 
events in the news format to specific users, as well as 
defines criteria for evaluating the application of the 
model. This approach uses LLM to convert raw techni-
cal data into short news, which is then delivered to users 
through a recommendation system. Such an intelligent 
system design combines neural network technolo-
gies, recommendation systems and machine learning 
to minimize the effect of spam and notify users in a 
timely manner. The result of automating the news gen-

eration process will be a reduction in the time spent by 
an expert searching for information, and as a result, the 
risk of critical incidents is minimized. The proposed 
architecture of the software system implements the 
interaction of unrelated components, combining them 
into a single AI agent, minimizing the flow of news to 
a single user. The proposed architecture also allows for 
further development of the system at the lowest cost 
by integrating speech recognition components into the 
system, which will make the system a full-fledged AI 
assistant. The combination of these technologies is an 
indispensable assistant to support experts in their daily 
data-related tasks.

Based on the results of the first application of the 
proposed model to the technical data that had been 
accumulated historically, the first result was obtained: 
usually the problem of incident detection was solved 
on such data. But in the new realities, when the rate 
of change in the IT landscape is regularly increasing, 
we have to look for new ways to apply LLM to techni-
cal data.

Using the example of the system model presented 
in this article, more than 0.5% of useful data was 
extracted from the total volume of messages, and more 
than 1% of relevant consumers of this data were found. 
This result also reduces the time spent by employees 
on tracking changes in the IT landscape. Unlike clas-
sical approaches to solving the problem of detecting 
anomalies based on logs presented in [3] and [4], the 
approach proposed in this article focuses not on log 
analysis, but on anticipating potential incidents due 
to sensitive changes in the IT landscape, in products 
consumed by user systems, due to notifying users about 
this in a timely manner. The correctness of our cho-
sen direction is also confirmed by the hypothesis from 
[4] that a high percentage of false positives can lead to 
missing important failures in the system, and a high 
percentage of false passes can lead to a waste of devel-
opers’ efforts. Our proposed approach allows us to pre-
vent failures and costs for developers’ efforts.

We also obtained a metric of the final relevant amount 
of information in the amount of 0.05–0.15% for the test 
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sample of employees and a reduction in the volume of 
targeted information while maintaining informative-
ness to no more than 10% of the initial volume. The 
average volume of incoming material decreased from 
8629 characters to 189–538 characters, which reduced 
the amount of information consumed by more than 23 
times while maintaining 96% of the semantic load. 
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Abstract

This article is devoted to the problem of determining the sequence of project implementation in a 
program of improving business processes of an organization. The relevance of the study is related to current 
conditions, where the quality of business processes is essential not just for the success, but also for the 
survival of an organization. Improvement of business processes is a costly program that involves certain 
projects. The projects of the program cannot be started at the same time due to limited budget and human 
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Introduction

Business processes (BPs) are essential for 
Enterprise Architecture because organiza-
tional and IT structures should be built upon 

them [1]. BPs need continuous improvement. Moreo-
ver, in modern conditions, the period of invariability of 
BPs is decreasing. 

Two approaches to BPs improvement can be dis-
tinguished: efficiency improvement (optimization) 
and reengineering. In the first case, individual BP 
elements are improved [2]. Based on qualitative and 
mathematical analysis, “as is” (AS-IS) and “to be” 
(TO-BE) models are created [3–5]. Reengineering 
involves creating a TO-BE model without regard to 
the current state [6–8]. BP modeling notations are an 
evolution of the network approach to modeling work-
flows that has been widely used in project manage-
ment. They allow one to explicitly indicate the possi-
bility of different BP implementation scenarios. This 
is not the case in the network project model. All work 
specified in the project plan must be completed. This 
is the basis of the critical path method [9]. The pro-

ject is unique by definition, and the manager must 
plan it without scenarios. This is an obvious contra-
diction that causes difficulties. The ability to create 
and store multiple plans does not solve the problem 
[10]. The GERT method [11, 12] also did not lead to 
a practical result. The problem of scenarios in project 
management remains open.

In this article, the BP optimization program is 
considered. The development of a methodology for 
the formation of such a program and its management 
is a pressing issue for enterprises in various sectors of 
the Russian national economy. In connection with 
the current situation, this issue is particularly relevant 
for enterprises ensuring the maintenance of airwor-
thiness of civil aviation aircraft [13]. For each BP, 
the implementation of the transition from AS-IS to 
TO-BE is a separate project. Together, these projects 
form a program aimed at achieving the goal of opti-
mization of the company’s BPs. The following two 
main questions arise: 

	♦ Which projects should be included in the program?
	♦ In what order should the projects be executed?

resources. Thus, we face the task of determining the sequence of stages of program implementations. The 
solution of this task is one of the most important problems of business informatics. This paper proposes a 
new criterion for prioritizing projects. It takes into account the fact that funds for projects are generated 
during the implementation of business processes. The criterion also takes into account the pace of spending 
the project budget and the need for participation of key employees of the organization. The implementation 
of the program is divided into a few stages. At each stage, the problem is solved by determining a set of 
projects whose sum of priorities is maximum and whose resource requirements do not exceed the constraints 
developed at that stage. The relevance of the article is initiated by looking at the need of enterprises that 
ensure the airworthiness of civil aviation airplanes. This work is of interest for project program managers of 
production and service companies, as well as for a wide range of researchers.
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These issues are related to financial and resource 
constraints. Even if we decide to optimize only the 
main BPs that generate revenue, there may not be 
enough resources to launch all the initiated projects 
at the same time. It is necessary to prioritize the pro-
jects. In this case, it is necessary to take into account 
the importance of the BPs for the company. It is also 
necessary to consider that the financial resources for 
the implementation of projects come from the income 
generated by the BPs. Let us clarify whether this prob-
lem has been solved so far.

Project management is the most regulated area of 
management [14]. Qualification requirements for pro-
ject managers are regulated [15]. Project management 
activities are also regulated [16–19]. These and ear-
lier project management standards indicate that pro-
jects should be aligned with the strategic goals of the 
organization. In accordance with this, the work [20] 
proposes to determine the priorities of projects by the 
degree of their relevance to the strategic goals of the 
organization. For this purpose, first of all, it is neces-
sary to determine the priorities of goals. This approach 
is based on Saaty’s Analytic Hierarchy Process (AHP) 
method [21]. The source data for determining the pri-
orities of goals is the matrix of pairwise comparisons. 
The comparison is made on a qualitative linguistic 
scale, where each linguistic value corresponds to a spe-
cific numerical value. In this way, the matrix of pair-
wise comparisons can be translated into digital form. 
The priorities of the goals are calculated as an eigen-
vector corresponding to the principal eigenvalue of the 
resulting matrix. The AHP method does not take into 
account the links between the goals. At the same time, 
these connections are clearly displayed on the strategy 
map. The strategy map is an element of the Balanced 
Scorecard concept [22, 23]. Its use is recommended to 
ensure consistency when filling in the matrix of pair-
wise comparisons.

The approach proposed by Vargas [20] is imple-
mented in MS Project Server [24]. The method for 
calculating the priority vector is not specified by the 
developers. However, its simple approximate calcula-
tion proposed in [21] can lead to errors in calculating 
priorities affecting the ordering of goals. It is necessary 

to adhere to a highly accurate procedure for determin-
ing the main eigenvalue of the matrix and the corre-
sponding eigenvector [25].

Later, a number of modifications of the method 
proposed by Vargas [20] were proposed. Thus, in the 
work [26] it was proposed to take into account the 
risk level of projects when comparing them. Risk is 
an integral element of the project. This follows from 
the uniqueness of the project. Works devoted to pro-
ject risks can be divided into two groups. The first pro-
poses methods that allow you to determine, or better 
yet, predict the moment when deviations in terms and/
or finances become irreversible [27–29]. The second 
group of works is devoted to organizing timely control 
of the correctness of the work [30–32]. Both areas are 
called project diagnostics [33]. In technical diagnos-
tics, a direction similar to the first of them is related to 
failure prediction [34]. A direction similar to the sec-
ond is the choice of control points [35].

The method proposed by Vargas [20] does not 
explicitly use numerical characteristics of either goals 
or projects. The work [36] suggests assessing the prior-
ity of a project based on the sum of weighted points. 
When calculating the points, “project sustainability 
assessment indicators” are used. They are divided into 
groups: “Economic indicators,” “Ecological indica-
tors,” “Social indicators.” The economic indicators 
include, in particular, the NPV (net present value) and 
IRR (internal rate of return) of the project. The group 
of ecological indicators includes, among others, spe-
cific energy consumption in kind and the use of energy 
from renewable sources. The social indicators include: 
creation of new jobs, level of expenditure on labor pro-
tection. Then a portfolio (set) of projects is sought, in 
which the sum of weighted points is maximum, and the 
restrictions on allocated resources and the number of 
projects are met. In this case, the simplex method is 
used.

The approaches outlined in [20] and [36] can be 
considered the main ones when solving the problem 
of forming a portfolio or program of projects based on 
their priorities. At the same time, [20] deals only with 
determining project priorities. [36] not only proposes 
a method for calculating project priorities, but also 
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solves the problem of initial portfolio formation. Initial 
in the sense that it determines which of the initiated 
projects should be included in the project and which 
should not due to existing restrictions.

The problem that our article is devoted to postulates 
that all projects for improving the selected BPs must 
be implemented, albeit in several stages. Both at the 
initial (first stage) and at subsequent stages, the funds 
(budget) for implementing the projects are formed 
from the income generated by the BPs. This fact must 
be taken into account explicitly when determining pro-
ject priorities. There is no such thing in the literature 
today.

Thus, the following points are relevant:
	♦ development of a method for calculating the priorities 
of projects aimed at improving the organization’s 
business process, taking into account that the project 
budget is formed from the business process’s income;

	♦ determining the sequence of implementation of 
projects of the BP optimization program taking 
into account the existing financial and resource 
constraints, provided that all projects must be 
completed.

As a starting point, let us consider the case where 
there are no interrelations between the projects that are 
carried out to optimize the BP. Such a situation is quite 
typical for enterprises that ensure the maintenance of 
airworthiness of civil aviation aircraft [13].

1. Statement of the problem

The company has n BPs that directly generate 
income. Currently, the income generation intensity of 
BP with number i (i = 1, 2, …, n) is vi monetary units 
per unit of time. For the sake of concreteness, we will 
assume that we are talking about thousands of rubles 
per day. An initial budget of B1. This budget is formed 
from the income that these BPs previously brought in. 
It was decided to improve them (optimize them). For 
this purpose, BP modeling was conducted. As a result, 
it was determined what needs to be done to transition 
each BP from the AS-IS state to the TO-BE state. For 
each i-th BP, it was calculated how much the inten-

sity of income generation will increase as a result of 
the transition from AS-IS to TO-BE. Let us denote 
this value as di. We will also assume that we are talking 
about thousands of rubles per day.

For each BP with number i, a project Pi initiated, 
the implementation of which will ensure the required 
transition to a new improved state. Accordingly, the 
value di can be considered as an indicator of the effec-
tiveness of project Pi . A total of n projects is initiated. 
It has been established that there are no dependencies 
between the projects. The cost (budget) of project Pi 
is equal to Сi. The planned time of its implementation 
is equal to Ti. The company employs m key special-
ists. Each project requires the participation of at least 
one of them. Key specialists are engaged in BP. Key 
specialist j (j = 1, 2, …, m) can allocate only a certain 
share sj of his daily working time to work on projects. In 
what follows, we will call sj the project resource of key 
specialist j or simply a resource. The resource can be 
defined both in shares and in percentages of the total 
working time of the specialist. It is known that project 
i requires a resource of sij from key specialist j. In this 
case, sij ≤ sj.

It is decided that all projects should be implemented. 
If at the first stage the initial budget and/or resources 
are not enough to simultaneously launch all n projects, 
then the remaining projects will be launched as income 
from the above BPs accumulates and resources are 
freed up key specialists.

It is necessary to determine the order in which pro-
jects will be launched.

2. Solution

2.1. Priorities of projects to improve BP

When developing performance management sys-
tems, it is necessary to create special indicators [37]. 
As indicated in the work [37], this is due to the fact that 
the indicators of economic benefits used in investment 
analysis are indirect and implicit. We will synthesize 
an expression for calculating project priorities that is 
adequate to the formulated conditions. In this case, we 
will proceed from the following.
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1.	 The higher the efficiency of a project, the higher its 
priority.

2.	 If the cost of a project is high, then its inclusion in 
the portfolio reduces the chances of other projects 
entering this portfolio.

3.	 Of two projects of equal cost, all other things being 
equal, the one with a higher intensity of budget 
development is less preferable.

4.	 All other things being equal, a project that requires 
fewer total key personnel resources is preferable.

Let’s construct an expression for calculating the 
project priority as a dimensionless value. The numer-
ator should reflect positive factors. The denominator 
should reflect negative factors. Following point 1, we 
put di in the numerator project efficiency. Let’s con-
sider what should be in the denominator. In accord-
ance with points 2 and 3, the denominator should con-
tain the intensity of the project budget development:

                                          .	 (1)

In accordance with paragraph 4, it is necessary to 
take into account the resource intensity of projects. It 
is logical to define the resource intensity of a project as 
the sum of the resources of key specialists required for 
its implementation:

                                     .	 (2)

where Mi – a set of numbers of key employees whose 
resources are needed by the project Pi.

Let us agree to characterize the relative resource 
intensity of the project Pi the ratio of the total volume 
of resources of key specialists required for its imple-
mentation to the total volume of resources that can be 
used to implement projects:

                                      .	 (3)

The relative resource intensity of a project deter-
mined in this way shows what share the given project 
requires from the total volume of resources of key spe-
cialists allocated to all n projects. The relative resource 

intensity can also be expressed as a percentage. To do 
this, it is sufficient to multiply the right-hand side in 
formula (3) by 100%.

Finally, we obtain the following expression for the 
project priority:

                                        .	 (4)

Thus, if the goal of the project is to improve the BP, 
then it is proposed to adopt as its priority the ratio of 
the project efficiency to the product of the project’s 
budget development rate and its relative resource 
intensity. Let us recall that the efficiency of the project 
is understood as an increase in the intensity of income 
generation of the BP, the improvement of which the 
project is aimed at.

2.2. Determining the order  
of launching projects

Since, according to the condition, the budget is 
less than the total cost of the projects, at the first 
stage it is proposed to begin implementing a portfolio 
of n1 < n projects, the sum of the priorities of which 
is maximum, and the following restrictions are met: 
the total cost does not exceed the allocated budget, 
and the total resource intensity of these projects does 
not exceed the project resource of any key specialist 
involved in them.

To solve this problem, we can use the linear pro-
gramming method. Note that if there are dependencies 
between projects, the problem is no longer a linear pro-
gramming problem. Let us introduce n binary variables 
Xi. The value of each Xi is 1 if project i is included in the 
portfolio, and 0 otherwise. The problem is reduced to 
maximizing the objective function

                                     	 (5)

under one budget constraint

                                        	 (6)

and m restrictions on the workload of key specialists
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                                      .	 (7)

This is a linear programming problem that is solved 
by the simplex method. As a result of the solution, we 
will obtain a certain set of projects that are subject to 
launch at the first stage. Let us designate the set of their 
numbers as N1. Their total cost is equal to

                                     .	 (8)

Let us agree to consider the possible beginning of 
the second stage of project implementation as the 
moment when at least one project is completed. Let us 
also agree to consider that if one project is completed 
and there is a small time lag left until the end of another 
project, then the beginning of the stage is postponed 
until the end of the second project. The size of the lag 
is determined by the program manager, based on the 
condition that the lag should not exceed the number of 
working days set by the program curator.

The remainder of the initial budget for the second 
stage will be

                                  .	 (9)

Obviously, this budget will not be enough. The com-
pany’s management must decide to allocate an addi-
tional budget. The additional budget is taken from the 
funds that the BP will generate during the time t12 from 
the beginning of the first stage to the beginning of the 
second stage.

Note that the funds are taken from the income that 
the initially profitable BP bring in. Therefore, the fact 
that the effect of optimization does not occur imme-
diately and does not jump affect only the volume of 
allocated funds.

It is reasonable to assume that this budget will be 
proportional to time with a certain coefficient q2 :

                                        .	 (10)

As a result, we will find that the budget for the sec-
ond stage will be

                                    .	 (11)

Reasoning similarly, we can write that the budget of 
stage number k is determined by the formula

                                  .	 (12)

Here

                                     ,	 (13)

where

t(k – 1)k – time from the beginning of stage (k – 1) to the 
beginning of stage k.

Let us determine what the resource constraints will 
be at the second stage.

At the first stage, the workload of specialist j is equal 
to the total demand for his resource for all projects 
launched at the first stage:

                                       .	 (14)

Let us assume that the second stage begins after the 
completion of project number f, from among the pro-
jects of the first stage. The completion of this project 
will free up the resource sfj from specialist j. Accord-
ingly, at the second stage the available resource of this 
specialist will be equal to

                                   .	 (15)

If the second stage begins after the completion of 
several projects, the set of numbers of which is N1F, 
then the available resource of specialist j will be equal

                                .	 (16)

Reasoning in a similar way, we obtain the follow-
ing. If at the beginning of stage k the projects with a set 
of numbers of , and the stage begins upon completion 
of the projects with a set of numbers of NkF, then the 
available resource of specialist j will be

                           .	 (17)
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The problem of determining projects that were not 
started at previous stages and which will be launched 
at stage k > 1 is reduced to a linear programming 
problem, similar to how it was done earlier for stage 1. 
In this case, the summation in the objective function 
should be carried out only over the set of numbers 
Nk of those projects that were not started at previous  
(k – 1) stages:

                                 .	 (18)

The budget constraint for stage k is

                                     ,	 (19)

where

Bk – budget of stage k, determined by formula (12).

At all stages, the number of resource constraints is 
equal to m. For specialist j at stage k, it has the form

                                     ,	 (20)

where
Skj – the resource of specialist j available at the begin-
ning of stage k, determined by formula (17).

Note that it is possible that an attempt to start the 
next stage after completing one or even several projects 
may be impossible due to insufficient resources. In this 
case, it is necessary to wait for the completion of the 
following projects. Let us apply the obtained results to 
solving a real problem.

3. Example

The company’s strategic goal is “To optimize the 
main BPs.” Ten such BPs have been identified. Ten 
projects have been initiated to achieve the goal. Five 
key specialists should be involved in their implementa-
tion. Following the style adopted in the company, we 
will say that the allocated resource of each specialist is 
100%. Accordingly, the resource intensity of the pro-
jects will be set as a percentage, as is done in Table 1.

The characteristics of the projects that determine 
their priorities are given in Table 2.

Initially allocated budget B1  =  10 00 000 rubles is 
three times less than the total cost of the projects that 
need to be implemented. In addition, the total resource 
requirements of the projects exceed 100% for each of 
the specialists. Therefore, the projects will be launched 

Table 1.
Projects’ need for specialist resources (%)

Projects
Specialists

1 2 3 4 5

1 29 8 31 41 50

2 44 11 1 39 22

3 36 38 27 36 43

4 1 18 21 8 7

5 15 16 2 2 27

6 24 7 21 18 33

7 15 45 48 45 5

8 50 7 43 41 33

9 18 29 13 32 4

10 10 19 28 48 17

	28	 Arkadiy I. Maron, Grigoriy D. Fainburg



BUSINESS INFORMATICS        Vol. 19         No. 1         2025

in stages. It was decided that for each stage k  >  1 to 
the remaining budget will be added an amount propor-
tional to the duration of the previous stage with a con-
stant coefficient q = 100 000 rubles.

Since all projects are aimed at achieving one strate-
gic goal, it can be said that they form a program of pro-
jects. It is necessary to determine the order of imple-
mentation of this program.

Following the proposed approach, we define the 
projects that should be launched at the first stage 
using the simplex method. We find that these are 
projects with numbers N1 = {2; 4; 5; 7}. Their total 
cost is C1 = 9 306 000 rubles. We proceed to the sec-
ond stage. It can be started after the completion of 
project 5. However, given that project 2 should be 

completed only one day later, a decision is made 
to start the second stage after its completion. Thus, 
the duration t12 = 74 days. The budget of the sec-
ond stage will be in accordance with formula (11)  
B2 = (10 000 000 – 9 306 000) + 100 000 · 74 =  
= 8 094 000 rubles.

We determine the resources of specialists using 
formula (17). We again solve the linear programming 
problem with binary variables whose numbers belong 
to the set N2 = {1; 3; 6; 8; 9; 10}. We find that project 1 
should be launched at the second stage.

The program will require six stages to be imple-
mented, details of which are provided in Table 3.

Figure 1 shows the roadmap of the considered pro-
gram for optimizing the company’s business process.

Table 2.
Project characteristics

Projects

Relative  
resource  
intensity

Planned 
implementation 

time (days)

Cost  
(thousand  

rubles)

Budget utilization 
rate (thousand 

rubles/day)

Efficiency 
(thousand  

rubles/day)
Priority

ri Ti Ti сi di wi

1 0.318 159 3 665 23 22.5 3.07

2 0.234 74 648 9 3.9 1.90

3 0.36 126 6 333 50 32.5 1.80

4 0.11 144 6 896 48 50 9.49

5 0.124 73 1 071 15 5.2 2.86

6 0.206 52 5 590 108 32.9 1.49

7 0.316 129 691 5 6.6 3.90

8 0.348 36 1 418 39 10.4 0.76

9 0.192 84 3 822 46 20.1 2.30

10 0.244 66 4 076 62 20.2 1.34
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Fig. 1. Roadmap of the company’s business process optimization program.

Table 3.
Stages of program implementation

Stage
Budget 
(million 
rubles)

Specialist resources (%)
Launched 
projects

Projects, after 
the completion of 
which the stage 

begins

Duration  
of stage  
(days)1 2 3 4 5

k B  k S1
k S2

k S3
k S4

k S5
k Nk NkF t(k−1)k

1 10 100 100 100 100 100 2; 4; 5; 7 74

2 8.094 84 37 31 47 88 1 2.5 55

3 9.929 70 74 48 51 43 6; 9 7 84

4 8.917 53 63 56 27 46 3 4; 6; 9 20

5 4.584 71 92 69 59 50 10 1 66

6 7.108 64 62 73 64 57 8 10 40
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Project 2                                                                                                                                                                                                                                           Project 2

Project 5                                                                                                                                                                                                                                           Project 5

Project 6                                                                                                                                                                                                                                           Project 6

Project 9                                                                                                                                                                                                                                           Project 9

Project 10                                                                                                                                                                                                                                         Project 10

Project 4                                                                                                                                                                                                                                           Project 4

  Project 7                                                                                                                                                                                                                                           Project 7

Project 3                                                                                                                                                                                                                                           Project 3

Project 8                                                                                                                                                                                                                                           Project 8

Project 1                                                                                                                                                                                                                                           Project 1159 d.

144 d.

74 d.

73 d.

52 d.

84d.

66 d.

129 d.

126 d

36 d.

339 d.
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Conclusion

According to the authors, the following are new in 
this work:

	♦ expression for calculating the priority of projects, 
reflecting the fact that the projects are aimed at 
optimizing the business processes that generate the 
budget for their implementation;

	♦ a method for step-by-step determination of the order 
of implementation of the entire program aimed at 
optimizing the business processes that generate the 
company’s income.

The work was initiated to meet the current need of 
enterprises that ensure the airworthiness of civil avia-
tion aircraft. The results obtained are also applicable in 
other sectors of the national economy.

The article is of interest to managers of project pro-
grams of manufacturing and service companies, as 
well as to a wide range of researchers and postgradu-
ate students of technical and economic specialties. The 
further development of the approach is the considera-
tion of the situation of the presence of dependencies 
between the projects of the program. 
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Introduction

In the context of growing urbanization, adaptive 
traffic flow management has become an essential 
tool for improving road network efficiency. One 

of the key areas in this regard is traffic signal optimiza-
tion, which enables dynamic phase adjustments based 
on traffic intensity. However, determining the optimal 
parameters for traffic signal cycles presents a complex 
optimization problem characterized by high dimen-
sionality, nonlinearity and stochastic variations in traf-
fic flows.

Traditional analytical methods and heuristic algo-
rithms often prove ineffective in solving such prob-
lems due to their inability to adapt to changing traffic 
conditions and their high computational complex-
ity. As a result, increasing attention has been given 
in recent years to evolutionary algorithms such as the 
Genetic Algorithm (GA) and Particle Swarm Optimi-
zation (PSO). These methods allow for approximate 
optimal solutions without requiring gradient calcula-
tions, making them particularly attractive for optimi-
zation problems in complex systems.

Despite their proven effectiveness, both approaches 
have limitations. GA provides good solution diversifi-
cation but often converges slowly. PSO, on the other 
hand, demonstrates rapid convergence but is prone to 
premature convergence to local minima. To overcome 
these shortcomings, hybrid methods that combine the 
strengths of GA and PSO are actively being devel-
oped. Hybridization allows for a balance between 
global and local search processes, which is particu-
larly important for dynamic systems such as traffic 
signal control.

This study proposes an improved hybrid evolution-
ary optimization method for traffic signal regulation. 
Various integration schemes of GA and PSO are con-
sidered, aimed at enhancing the accuracy and stability 
of solutions. A key element of the proposed approach 
is a modified swarm algorithm, “SlipToBest,” which 
introduces a directed shift of particles toward the best-
found solution to accelerate the optimization process. 
Additionally, the “Alternating” method is analyzed, 
which involves alternating GA and PSO to achieve a 
balance between global and local search strategies.

swarm optimization (PSO), enabling a balance between global and local search for optimal parameters. The 
research examines six different hybridization schemes, including modified versions of basic algorithms, as 
well as their integration with HDBSCAN clustering methods for adaptive optimization frequency tuning. 
To evaluate the effectiveness of the proposed algorithms, a simulation model was developed in the AnyLogic 
environment, replicating real urban traffic conditions. Numerical experiments conducted on a local section 
of the road network in Moscow demonstrated that the hybrid SlipToBest algorithm achieves the best results 
in reducing average travel time and fuel consumption, while the Alternating algorithm (structured switching 
between GA and PSO) ensures high solution stability. The results of this study confirm the feasibility of 
using hybrid evolutionary methods for traffic flow management tasks. The proposed algorithms not only 
enhance the efficiency of traffic signal control but also establish a foundation for the further development of 
adaptive urban traffic management systems.
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Furthermore, the study explores the potential 
application of the HDBSCAN clustering algorithm 
for analyzing traffic flow density and dynamically 
adjusting optimization frequency. This reduces com-
putational costs and enhances the adaptability of the 
algorithms to changing traffic conditions.

The effectiveness of the methods we developed is 
evaluated using a traffic flow simulation model built 
in the AnyLogic environment. The experiments are 
conducted using real-world data from the road net-
work of Moscow, allowing for an objective assessment 
of the proposed algorithms’ impact on average travel 
time and fuel consumption.

The results demonstrate that the proposed hybrid 
methods significantly outperform classical algo-
rithms. SlipToBest shows the best performance in 
terms of convergence speed and travel time reduc-
tion, while Alternating ensures solution stability even 
under high traffic variability. The inclusion of the 
HDBSCAN clustering method further enhances the 
adaptability of the control system.

Thus, the study confirms the effectiveness of 
hybrid evolutionary algorithms for intelligent traf-
fic flow management and highlights the necessity for 
their further improvement to enhance the quality of 
urban transportation infrastructure.

1. Formulation  
of the optimization problem  

for an intelligent  
transportation system

The optimization of traffic signal control parameters 
is complicated by high dimensionality, nonlinearity 
and the stochastic nature of traffic flows, as confirmed 
by research findings [1–5]. Under such conditions, 
classical methods, including gradient-based algo-
rithms and heuristics, often require significant model 
simplifications, reducing the accuracy of the solutions 
obrained. At the same time, evolutionary algorithms 
demonstrate the ability to perform global search and 
adapt to changing conditions [4, 7, 9], making them 
preferable for solving such problems. The most widely 
used evolutionary optimization methods are Genetic 

Algorithms (GA), which utilize selection, crossover, 
and mutation mechanisms to search for optimal solu-
tions, and Particle Swarm Optimization (PSO), which 
simulates the collective behavior of agents in the search 
space [3–6]. GA effectively explores the solution space 
and provides high diversity but may exhibit slow con-
vergence. In contrast, PSO achieves high search speed 
but is prone to premature convergence to local minima 
[7, 10–12].

To overcome these limitations, this study proposes 
a hybridization of GA and PSO that combines their 
strengths. Several hybridization schemes are consid-
ered, including Alternating (alternating GA and PSO 
stages), SlipToBest (an additional shift towards the 
best-found solution in PSO), MixIntegrate (inte-
gration of genetic operators into the swarm search 
process), and Mix (a simple combination without a 
rigid structure). As demonstrated in several studies, 
hybrid methods improve search efficiency, enhanc-
ing both convergence speed and solution quality  
[7, 10–12].

The optimization of traffic signal control param-
eters in a multi-agent transportation system is for-
mulated as a minimization problem of an objective 
function that defines the quality of the transportation 
process. Let  be the parameter vector, 
including the durations of red and green traffic light 
phases. Constraints on phase parameters are defined 
in accordance with technical regulations, determin-
ing the search space: xi  [Li, Ui], i = 1, 2, ..., n, where 
Li, Ui are the lower and upper allowable durations of 
traffic signals, and n is the total number of controlled 
signals.

The objective function is defined as the average 
travel time of vehicles passing through the studied road 
section during a given simulation period. Let this value 
be denoted as f(x). Its computation is performed using 
a simulation model in the AnyLogic environment, 
which replicates vehicle movement for each param-
eter set and records travel time and fuel consumption 
indicators. The average travel time serves as an integral 
characteristic of traffic flow quality, as it reflects the 
impact of traffic intensity, intersection throughput and 
traffic signal control logic [3–5].
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In addition to average travel time, additional indi-
cators such as fuel consumption and other economic 
and environmental factors are considered. However, 
the primary optimization goal is to minimize travel 
time, as it is the key criterion for evaluating the effi-
ciency of traffic signal control. This formulation 
allows for an objective assessment of the impact of 
different algorithms on traffic processes and ensures 
a correct comparison of their effectiveness. Thus, the 
problem is formally defined as:

                                          .	 (1)

subject to the constraints:

This problem formulation is widely used in trans-
portation system studies [1, 2] since minimizing aver-
age travel time directly correlates with improving 
network throughput, reducing congestion and opti-
mizing fuel consumption. The use of this objective 
function is justified by fundamental studies on evolu-
tionary adaptation [4] and research in transportation 
optimization [7, 9]. It has been proven that evolution-
ary algorithms, including GA and PSO, efficiently 
minimize such functions without requiring analyti-
cal gradients, allowing for the modeling of complex 
dynamic processes [3–6, 9]. Thus, the minimiza-
tion of this function serves as the primary criterion 
for selecting the optimal set of traffic signal control 
parameters, ensuring shorter travel times and lower 
transportation costs.

The problem (1) can, in particular, be solved using 
the PSO algorithm, due to its ability to efficiently 
search for solutions without requiring gradient infor-
mation [3, 13]. This approach simulates the collective 
behavior of particles that exchange information about 
discovered improvements and move toward the global 
optimum.

Each particle in PSO has a current position, a 
velocity that defines the rate of parameter change, 
a personal best position, and a best global position. 
At each iteration, particles adjust their velocity and 
position based on acquired information using update 

procedures [5, 6, 13, 14]. One of the algorithms used 
in this study (Swarm) is also implemented based on 
this classical PSO framework. This algorithm serves 
as a baseline for comparing the effectiveness of hybrid 
modifications. Shi and Eberhart [6] proposed a strat-
egy of dynamically changing the inertia weight (vari-
able w) to balance between exploration of the solution 
space and exploitation of already found solutions. 
Clerc and Kennedy [5] introduced the concept of con-
striction coefficients, ensuring stable convergence. 
Recent studies continue to explore optimal param-
eter settings for various problem classes, including 
transportation optimization [1, 2, 9, 14, 15]. PSO has 
proven to be an effective global search method, dem-
onstrating successful applications in transportation 
optimization tasks.

Additionally, problem (1) can be solved using the 
Genetic Algorithm, an evolutionary optimization 
method based on selection, crossover and mutation 
mechanisms that mimic the natural evolution process. 
Initially proposed by Holland [4], GA has demon-
strated efficiency in optimizing complex, high-dimen-
sional search spaces [7, 16–18]. In this study, GA is 
used to optimize traffic signal control parameters, 
where each individual represents a parameter vector  
x = (x1, x2, ..., xn), defining the durations of traffic light 
phases.

The initial population is generated randomly or 
using heuristics, followed by iterative selection, cross-
over and mutation processes to improve solutions. The 
crossover operation involves combining parameters 
from two parent individuals to create offspring. Muta-
tion represents a random modification of individual 
parameters, preventing premature convergence of the 
algorithm. Mutation plays a crucial role in exploring 
new regions of the search space and enhancing solu-
tion quality. GA ensures a global search capability, 
allowing for effective exploration of complex search 
spaces. In this study, a classical GA implementation 
(Parallel) is considered, which employs basic crosso-
ver and mutation mechanisms. This algorithm serves 
as a foundation for further hybrid modifications that 
combine GA with PSO.
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The third and most promising approach to solving 
problem (1) is based on the hybridization of PSO and 
GA. This hybridization leverages the strengths of both 
methods: GA’s ability to perform global search and 
overcome local minima, along with PSO’s capabil-
ity to rapidly refine solutions and move toward opti-
mal points in the search space. Such a combination 
improves both convergence speed and solution quality, 
especially in complex dynamic systems such as trans-
portation infrastructure [1, 2, 9, 10].

This study considers four implemented hybrid 
schemes, differing in the principle of operator combi-
nation and optimization strategy.

	♦ Alternating (GA and PSO alternation). This approach 
involves the sequential application of GA and PSO 
at different iterations of the algorithm. Let the num-
ber of iterations be defined as ITERATIONS. On 
even steps, GA is applied, while on odd steps, PSO 
is used (or vice versa, depending on the initial con-
ditions):

                           	 (2)

Such combination strategies have been mentioned 
in reviews on hybrid methods [9, 19–21]. Alternat-
ing helps maintain a balance between global and local 
search: GA periodically updates solutions, increas-
ing diversity, while PSO efficiently refines candidate 
solutions.

	♦ SlipToBest (PSO + alpha). This is a proposed PSO 
modification in which, after updating their posi-
tions, each particle is additionally shifted toward the 
globally best solution by a parameter . That is, the 
value of the j-th target variable of the i-th particle 
can be computed as:

                 ,	 (3)

which defines a directed shift toward the best solution. 
This method accelerates convergence but may reduce 
solution diversity if the parameter  is set too high  
[6, 11]. Here,

xi,  j is the value of the j-th target variable of the i-th 
particle at iteration t;

 is the globally best value of the j-th target 
variable found by all swarm particles up to iteration t.

	♦ MixIntegrate (Genetic Operators within PSO). 
This approach integrates genetic operators (cross-
over and mutation) directly into the swarm update 
stage. After executing the standard PSO step, 
genetic operators are applied to selected particle 
pairs:

      	 (4)

where
 are the new values of the j-th target 

variable obtained from the crossover and mutation 
operations;

 are the values of the j-th target variable for 
the i-th and -th particles in the swarm.

◊	 The integration of genetic operators into PSO 
helps maintain solution diversity and prevents 
premature convergence of the swarm. Similar 
strategies have been discussed in hybrid optimi-
zation research [7, 9].

	♦ Mix (Simple Combination of PSO and GA). This is 
a less structured hybridization approach in which 
PSO and GA are applied without fixed rules or sys-
tematic use of operators: Mix: Apply PSO, then GA, 
or vice versa, without a fixed rule.

◊	 A simple Mix scheme. This approach has been 
mentioned in the literature as an example of 
unstructured hybridization, which does not 
always outperform pure PSO or GA [10, 12, 20].

To assess traffic f low density, this study employs 
the HDBSCAN (Hierarchical Density-Based Spatial 
Clustering of Applications with Noise) hybrid clus-
tering algorithm [21], which extends the DBSCAN 
method hierarchically. This algorithm identifies groups 
of points (clusters) based on their density and automat-
ically determines the optimal number of clusters, mak-
ing it more flexible compared to classical methods such 
as k-means.
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Fig. 1. High-level workflow diagram of the HDBSCAN algorithm integrated with the AnyLogic simulation model.
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The key advantage of HDBSCAN is its ability to 
account for the dynamic structure of traffic flows, auto-
matically detecting areas of high and low traffic den-
sity. This is particularly important for traffic analysis, 
where movement intensity can fluctuate significantly 
depending on the time of day, road infrastructure and 
unforeseen factors (e.g., accidents, roadworks). The 
algorithm also identifies noise points, which may cor-
respond to anomalous traffic situations such as con-
gestion or sudden traffic pattern changes.

To integrate HDBSCAN with the AnyLogic simula-
tion model, a workflow diagram of the algorithm has 
been developed (Fig. 1). At each simulation step (at 
time t), the following stages are executed:

1. Collecting and processing traffic density data 
obtained from the “smart” traffic light system.

2. Analyzing the spatial distribution of vehicles around 
the traffic light, considering their density.

3. Constructing a minimum spanning tree to represent 
hierarchical cluster structures.

4. Evaluating cluster stability (analyzing density and 
cluster duration over time).

5. Forming a condensed tree to identify stable clusters.

6. Determining the final cluster structure and assigning 
appropriate labels.

HDBSCAN enables the adaptive adjustment of the 
activation frequency of the SlipToBest hybrid algo-
rithm:

	♦ If the nearest cluster to the traffic light has low 
density, the system reduces the frequency of 
SlipToBest application (minimizing computational 
load).

	♦ If the cluster density exceeds a threshold value, 
SlipToBest is triggered more frequently, ensuring a 
prompt response to changing traffic conditions.

Thus, the HDBSCAN algorithm dynamically adapts 
traffic signal phase control, allowing for more efficient 
resource allocation and a more precise consideration 
of fluctuating road conditions.

2. Implementation  
of the simulation model  

in AnyLogic

For the listed hybrid algorithms, parameters 
such as the coefficient, the frequency of GA opera-
tor application, and the number of PSO iterations 
between genetic stages are selected empirically or 
based on recommendations from scientific literature 
[6, 7, 9–12, 19–22]. To ensure an objective compari-
son of their effectiveness, a unified simulation envi-
ronment (AnyLogic) and a common objective func-
tion (see (1)) are used, guaranteeing the correctness 
of the analysis. The use of AnyLogic in adaptive traf-
fic management tasks has previously demonstrated its 
effectiveness [23].

The AnyLogic model so developed extends the 
capabilities of classical PSO and GA, providing a 
flexible and efficient search for optimal traffic sig-
nal parameters. The following sections present the 
results of applying hybrid algorithms and a compara-
tive analysis of their effectiveness.

During the refinement of the simulation model, 
improvements were made to bring it closer to real-
world traffic conditions and to simplify integration 
with external optimization algorithms. Vehicles now 
switch lanes considering lane priority, the speed 
of adjacent vehicles, and the distance to stop lines. 
These modifications have increased the realism of the 
simulation, making the behavior of transport agents 
closely resemble real urban environments.

The model’s variables and parameters, including 
the durations of red and green traffic light phases, 
were structured in a way that allows them to be easily 
read, modified and analyzed from external code. This 
significantly simplified integration with evolutionary 
algorithms and enabled mass iterations to assess the 
quality of traffic management decisions.

The model’s structure and software implementa-
tion were optimized so that adding or removing traf-
fic signals does not require significant changes to the 
source code. This flexibility allows the model to be 
adapted to different scenarios, modify the road net-
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work topology and adjust the optimization area with-
out substantial time costs.

The developed model is prepared for integra-
tion with external optimization code. Its modular 
architecture allows AnyLogic to be used in a “black 
box” mode, where algorithms receive traffic signal 
parameters, process them, and return optimized val-
ues that minimize average travel time and reduce 
fuel consumption. This approach makes the imple-
mentation of new optimization algorithms conveni-
ent and ensures an objective comparison of their 
performance.

Figure 2 presents the structure of the updated 
model of an urban road network segment created in 
AnyLogic. This model includes the placement of traf-
fic signals and phase timing parameters, allowing for 
flexible testing of various adaptive control algorithms.

The simulation model allows for variations in key 
traffic signal control parameters that directly affect 

network capacity and traffic dynamics. Figure 3 illus-
trates the parameter panel of a typical “smart” traffic 
light (trafficLight4).

The model defines phase durations (redTime, green-
Time), links to stop lines and the traffic light’s operating 
mode. Depending on traffic intensity and intersection 
configuration, the model adjusts signal switching logic, 
determining optimal green and red phase intervals.

During experiments, the algorithm generates con-
trol decisions, determining the optimal redTimei​ and  
greenTimei for all traffic signals. These parameters are 
loaded into the model before the simulation starts. 
Then, AnyLogic simulates vehicle flow, recording av-
erage travel time and fuel consumption. Thus, the evo-
lutionary algorithm receives an objective evaluation of 
control quality, analyzing the impact of parameters on 
the objective function.

In subsequent iterations, the algorithm updates traffic 
signal parameters, minimizing the average travel time. 

Fig. 2. Structure of the updated simulated urban road network segment in AnyLogic 
with placed traffic signals and phase timing parameters.
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The model automatically adapts to parameter changes, 
allowing for dynamic traffic signal adjustments to vari-
ous traffic conditions, including light traffic and heavy 
congestion.

3. Results of numerical  
experiments and analysis  

of algorithm efficiency

The traffic flow simulation model developed in this 
study for a local urban road network segment in Any-
Logic was previously described in detail in the authors’ 
works [1, 2]. The model considers the characteristics of 
road infrastructure, the placement of traffic lights and 
pedestrian crossings, and is based on an agent-based 
and discrete-event approach. The simulation parame-
ters, including simulation duration, road network con-
figuration and traffic flow intensity, were determined 
based on real traffic data near the Yugo-Zapadnaya 
metro station in Moscow [1].

During the experiments, the variable parameters 
were the durations of the red and green traffic light phas-
es, as these characteristics have a critical impact on the 
network’s capacity. Each phase configuration was eval-
uated based on the average travel time of vehicles and 

fuel consumption indicators, which were computed us-
ing simulation results.

For each of the examined algorithms (Alternat-
ing, SlipToBest, Swarm, Parallel, MixIntegrate, Mix), 
multiple simulation runs were conducted to reduce 
the influence of stochastic factors and assess solu-
tion stability. The stopping criterion was most often a 
fixed number of iterations or generations determined 
by computational resource constraints and empiri-
cal observations. Additionally, a threshold for lack of 
improvement was considered, beyond which the algo-
rithm was terminated.

The analyzed algorithms differ in their structural 
composition and the way they combine swarm-based 
(PSO) and genetic (GA) approaches, which affects their 
effectiveness. To ensure an objective comparison, the 
following metrics were used:

	♦ Average travel time, which characterizes the road 
segment’s capacity and the level of convenience for 
drivers.

	♦ Fuel consumption (AllLostGas), reflecting the 
economic and environmental efficiency of the 
system, as reducing unnecessary vehicle idling leads 
to lower fuel consumption.

Fig. 3. Parameter panel of the “smart” traffic light (trafficLight4)  
in AnyLogic with phase durations and an attached stop line.
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The results of numerical experiments are summa-
rized in Table 1, which presents the best average travel 
times achieved by each algorithm. Figure 4 provides a 
graphical visualization of the effectiveness of the exam-
ined approaches.

Fuel consumption refers to the total excess fuel con-
sumption (liters) for a given set of vehicles (e.g., 10 000 

vehicles) participating in multiple simulation runs. 
The numerical values were averaged to account for sto-
chastic fluctuations in road traffic, which arise from 
variations in acceleration, braking, and traffic density.

The analysis of data from Table 1 shows that 
SlipToBest demonstrates the best results, achieving the 
lowest average travel time with minimal fuel consump-

Table 1.
Comparative results for average travel time and fuel consumption

Algorithm Approach characteristics Best average travel 
time (min)

Fuel consumption 
(L)

SlipToBest Swarm algorithm with an additional shift toward the best  
solution (alpha parameter) 3.2213 288.5

Alternating Alternating GA and PSO 3.2483 295.4

Swarm Pure particle swarm optimization (PSO) 3.2246 296.2

Mix Simple combination of PSO and GA, without strict alternation 3.2650 308.7

MixIntegrate Swarm algorithm with GA operators (mutation, crossover) 3.2798 312.9

Parallel Pure genetic algorithm (GA) 3.3009 318.5

Fig. 4. Comparison of algorithm efficiency based on average travel time.
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tion. The next most effective algorithms are Alter-
nating and Swarm. Notably, Alternating, due to its 
alternating application of GA and PSO operators, out-
performs both pure PSO (Swarm) and less structured 
hybrid approaches (Mix, MixIntegrate). The use of a 
pure genetic algorithm (Parallel) leads to the highest 
time and fuel consumption, indicating its insufficient 
efficiency without additional modifications.

Thus, targeted improvements to the particle swarm 
algorithm (such as introducing the alpha parameter 
in SlipToBest) or rational alternation of evolutionary 
operators (as in Alternating) provide the greatest gains 
in travel speed and fuel cost reduction. At the same 
time, unstructured hybridization schemes (Mix, Mix-
Integrate) and the pure genetic algorithm (Parallel) 
lag behind more organized hybrid architectures, con-
firming the importance of a systematic approach when 
designing evolutionary algorithms.

To provide a more detailed comparison, an assess-
ment of the execution time of different algorithms for 
traffic signal cycle control on the studied road segment 
was conducted. The results are presented in numeri-
cal format, allowing for a comparison of the computa-

tional complexity of the methods and their applicabil-
ity in practical modeling scenarios.

The experiment analyzed six optimization algo-
rithms:

	♦ SlipToBest – a modified particle swarm optimization 
algorithm with the alpha parameter.

	♦ Parallel – a pure genetic algorithm with parallel data 
processing.

	♦ Swarm – a standard implementation of PSO.
	♦ MixIntegrate – a combined method integrating PSO 
with genetic operators (mutation, crossover).

	♦ Mix – a hybrid algorithm combining PSO and GA 
without a strict operator alternation scheme.

	♦ Alternating – a method in which PSO and GA stages 
are alternated to balance global and local search.

The primary goal of the analysis was to determine 
the execution time of each algorithm under fixed input 
parameters in the AnyLogic environment.

Figure 5 presents the experiment results, illustrating 
the execution time of the algorithms in seconds based 
on numerical simulations.
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The analysis of the data obtained shows that 
SlipToBest has the shortest execution time – 1992.78 
seconds, indicating the high computational efficiency 
of the algorithm. Optimization of the  parameter 
allowed for accelerated convergence and reduced over-
all computation time. Parallel demonstrated 2415.93 
seconds due to parallel data processing, significantly 
speeding up calculations compared to sequential meth-
ods. Swarm (classical PSO) recorded 3008.97 seconds, 
confirming its stable but not the fastest convergence 
compared to the modified SlipToBest.

The MixIntegrate and Mix algorithms required 
4591.87 and 6351.96 seconds, respectively, which can 
be attributed to their complex hybrid structure and the 
additional iterations required for mutation and crosso-
ver operations. Alternating, which alternates between 
PSO and GA, exhibited the longest execution time – 
6542.57 seconds, due to its high computational com-
plexity, despite the high accuracy of the obtained solu-
tions.

Analyzing the results, SlipToBest stands out as 
the most efficient in terms of computational speed, 

making it the optimal choice for real-time traffic 
flow management. Parallel and Swarm provide bal-
anced results and can be used for practical optimi-
zation problems, where a trade-off between compu-
tational complexity and solution quality is needed. 
MixIntegrate and Mix, while delivering more accu-
rate solutions, require computational load optimiza-
tion to enhance their practical applicability. Alternat-
ing, despite producing the most precise solutions, 
demands significant computational resources, mak-
ing it more suitable for tasks where accuracy is prior-
itized over execution speed.

These findings highlight the importance of choosing 
an appropriate algorithm depending on the modeling 
scenario. Future research should focus on enhancing 
hybrid methods to achieve an optimal balance between 
computational efficiency and solution quality.

During the experiments, each algorithm was tested 
under different initial conditions, including randomly 
initialized swarms for PSO and varied initial popu-
lations for GA. The results indicate that SlipToBest 
not only achieves the best average travel time but also 

Fig. 6. Convergence dynamics of the average travel time.
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exhibits high solution stability, showing minimal vari-
ability under different initial parameter settings.

Figure 6 illustrates the convergence dynamics of 
the average travel time . As shown in the graph, 
SlipToBest reaches the minimum value of  faster 
than other algorithms, thanks to the directed shift 
of swarm particles toward the globally best solution. 
Alternating also demonstrates high solution quality; 
however, in most repeated experiments, SlipToBest 
shows a faster approach to the optimum.

The remaining algorithms (pure PSO – Swarm, 
pure GA – Parallel, as well as unstructured hybrids Mix 
and MixIntegrate) could not outperform SlipToBest in 
terms of convergence speed or solution stability.

To formally validate these differences, a statistical 
analysis was conducted, including:

	♦ Comparison of mean values .
	♦ Analysis of variance (ANOVA).
	♦ Nonparametric tests with a significance level of  
p < 0.05.

The results of the statistical analysis confirm the 
superiority of SlipToBest in both average travel time 
and solution stability.

When developing hybrid evolutionary algorithms, 
the tuning of key parameters plays a crucial role, 
including:

	♦ PSO coefficients (w, c1, c2) and swarm size.
	♦ The parameter  in SlipToBest, which determines 
the intensity of the swarm’s attraction to the best-
found solution.

	♦ GA parameters (mutationRate, crossoverRate) and 
population size in hybrid schemes.

Experimental data show that pure PSO and GA often 
underperform in certain cases, and improper opera-
tor combination (as seen in Mix and MixIntegrate) 
can lead to inefficient allocation of computational 
resources. The SlipToBest modification addresses this 
issue by enhancing the swarm’s ability for fast and sta-
ble search.

The experimental results lead to the following key 
conclusions:

	♦ SlipToBest is the optimal choice for optimization in 
complex dynamic systems, where fast convergence 
to a high-quality solution is critical.

	♦ Tuning the  parameter in SlipToBest (typically 
within the range 0.1–0.3) allows for a flexible trade-
off between search speed and accuracy.

	♦ With limited computational resources, it is essential 
to consider that SlipToBest demonstrates one of 
the best execution speeds (see Fig. 4), ensuring 
minimum travel time compared to Alternating.

	♦ A targeted modification of the swarm algorithm 
leads to superior performance in the average metric  

 and enhances solution stability.
	♦ Simple hybridization (Mix, MixIntegrate) does not 
guarantee superiority over pure algorithms, whereas a 
well-structured alternation strategy (Alternating) or 
a directed step toward the best solution (SlipToBest) 
significantly improves method efficiency.

Thus, properly structured hybrid algorithms can 
outperform pure PSO and GA, providing an optimal 
balance between convergence speed and solution qual-
ity. However, an irrational combination of PSO and 
GA operators can reduce effectiveness, as observed in 
the Mix and MixIntegrate cases.

Conclusion

In this study, a new optimization method for intel-
ligent transportation systems (ITS) has been developed 
and tested, utilizing hybrid evolutionary algorithms 
aimed at improving traffic signal control efficiency 
in local urban road network segments. To conduct 
the experiments, an agent-based model was created 
in AnyLogic, simulating real traffic conditions. The 
Genetic Algorithm (GA) and Particle Swarm Optimi-
zation (PSO) were used as the baseline methods, form-
ing the foundation for the proposed hybrid schemes.

Based on these methods, six algorithmic frameworks 
were designed and analyzed: Alternating, SlipToBest, 
MixIntegrate, Mix, as well as pure PSO (Swarm) and 
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pure GA (Parallel). The primary evaluation metric was 
average travel time, supplemented by fuel consumption 
analysis, allowing for the consideration of both eco-
nomic and environmental factors.

The results of comparative experiments lead to the 
following conclusions:

1. SlipToBest, a modified PSO with an additional 
“pulling” mechanism that directs particles toward the 
best solution, demonstrated the highest performance 
in both convergence speed and solution quality.

2. Alternating, which systematically alternates GA 
and PSO, performed slightly worse than SlipToBest 
but provided more stable solutions due to its balanced 
use of global and local search.

3. Swarm (baseline PSO) outperformed Paral-
lel (pure GA) but fell behind the leading methods 
(SlipToBest and Alternating).

4. Unstructured hybrids (MixIntegrate and Mix) 
failed to outperform the implemented methods, high-
lighting the importance of a well-designed hybridiza-
tion strategy.

Thus, a simple combination of GA and PSO with-
out a structured strategy does not provide significant 
advantages. High performance is achieved through 
specific modifications, such as the directed particle 
shift in PSO (SlipToBest) or structured alternation of 
GA and PSO operators (Alternating).

The theoretical significance of this research lies in 
the advancement and refinement of hybrid evolution-
ary algorithms for intelligent transportation systems. 
The practical value is in the potential real-world appli-
cation of the proposed solutions for traffic signal con-
trol, which can reduce average travel time, lower fuel 
consumption and reduce harmful emissions.

Research limitations include the local scale of 
the simulated road network and certain simplifying 
assumptions regarding driver and pedestrian behavior. 
Future research will focus on expanding the modeling 
scope, considering seasonal and weather factors, and 
integrating adaptive parameter tuning strategies for 
evolutionary algorithms with deep learning and rein-
forcement learning techniques.

A promising research direction is the development 
of hybrid algorithms capable of adapting to dynami-
cally changing traffic conditions. This will further 
enhance transportation infrastructure and provide 
long-term socio-economic benefits for urban traffic 
systems. 
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Introduction

In today’s world, where the business environ-
ment grows more dynamic and competitive, 
organizations constantly seek ways to improve 

employee performance and efficiency. An effective 

approach that has captured the attention of research-
ers and practitioners alike is implementing compre-
hensive measures to improve employee well-being in 
business processes.

Well-being programs are popular because they help 
create a healthy and productive work environment, 

Abstract

This study was conducted within the framework of the urgent task of studying the processes of developing 
the human capital of an organization and increasing employee productivity. At the same time, the 
development process is viewed through the prism of creating and implementing various elements of the well-
being program into the main corporate business processes of the organization. The purpose of this work is 
to develop a fuzzy method for forming an optimal portfolio of well-being program activities which will allow 
you to get as close as possible to the target values of key performance indicators (KPIs) of employees on a 
given planning horizon. To achieve this goal, a hypothesis is put forward about the possibility of building a 
tool that allows, based on the functional dependencies of influence channels, to form an optimal portfolio 
of well-being program activities that increases the efficiency of the organization. The method developed 
consists of a model representing a fuzzy programming problem and a method for finding its solution. A 
distinctive feature of the model is the consideration of two levels of uncertainty in the formation of an 
optimal portfolio of activities related to the reliability of estimates of numerical coefficients of functional 
dependencies of channels of influence and a set of parameters of constraints determined by experts. An 
integral indicator is used as the target function of the model, which characterizes the degree to which the 
target values of key employee performance indicators are achieved, taking into account the importance 
of each of them for the organization. The optimization variables in the model are binary variables that 
determine the inclusion of a certain event in the well-being program of an organization at a specific time 
within a given planning period. The limitations in the model are: the total amount of financial resources 
allocated for the implementation of the well-being program; the amount of investment in a specific area 
of the well-being program; an increase in the integral indicator of competence of each employee. From 
a practical point of view, the proposed method will make it possible to form a well-founded portfolio of 
well-being program activities, the implementation of which has the maximum possible positive impact on 
employee productivity.
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improving the well-being of employees and increasing 
their productivity. Research suggests that well-being 
programs have a positive impact on various aspects of 
employees’ lives, including physical health, emotional 
state, social connections and professional develop-
ment. Companies implementing well-being programs 
can expect improved quality of their employees’ work, 
lower stress levels and increased satisfaction. Organ-
izations can achieve greater stability of their human 
resources and an improved emotional microclimate, 
boosting their competitiveness in the labor market.

Despite the growing popularity of well-being pro-
grams, the question stands as to which interventions 
and approaches are most effective. Studies propose 
different approaches to the design of well-being pro-
grams which differ in their focus, content and imple-
mentation methods. Furthermore, implementing 
similar well-being programs in different organizations 
often yields significantly different results. This testifies 
to the fact that the program’s effects are also affected 
by the organization’s internal and external factors, 
marked by high uncertainty and difficulty in forecast-
ing. This creates the need to conduct more in-depth 
research focused on developing tools to create optimal 
well-being programs to raise employee performance.

Thus, this study is relevant due to the fact that there 
is a need to create tools for the formation of an opti-
mal set of well-being program activities to maximize 
employee productivity. At the same time, when devel-
oping this tool, it is important to take into account 
the uncertainties and risks of the internal and exter-
nal environment of the organization, as well as the 
resource constraints in it.

The subject under study is the development of 
employees’ human capital and the reduction of their 
burnout through a well-being program, and the object 
is fuzzy tools for creating the optimal portfolio of well-
being program measures to maximize employees’ KPIs.

1. Literature review

We conducted a comprehensive analysis of stud-
ies that address the stages of employee development 

through the corporate well-being program described in 
the conceptual model proposed by Mazelis et al. [1]. 
These studies can be logically organized into several 
larger groups.

1.1. Research  
analyzing the influence  
of well-being programs  

on the development  
of organization employees

In [2] the authors proved that a culture rooted in 
respect, inclusivity, fairness and teamwork signifi-
cantly increases employees’ proactiveness and con-
tributes to innovations and the organization’s long-
term development.

The authors [3] discovered a connection between 
employees’ well-being and the accumulation of pro-
fessional knowledge and skills in the organization.

The authors [4] showed the positive mutual influ-
ence of some personnel management practices (e.g., 
L&D, employee engagement management) and the 
development of employees’ competencies.

In article [5] the authors described the effects of 
continuous training of managers in service enter-
prises and their impact on their professional compe-
tencies. The study [6] shows that the rapid spread of 
vocational education instead of academic education 
negatively affects the development of human capital.

Despite the scarcity of studies assessing the influ-
ence of corporate well-being programs on the devel-
opment of employees’ competencies, all of them con-
firm the positive effects of such programs. However, 
available research considers either the influence of 
individual well-being elements on employee compe-
tence or the program’s influence on individual com-
petencies. Thus, it is desirable to model the influence 
of a comprehensive well-being program on the over-
arching development of employee competence.
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1.2. Research analyzing  
the influence of well-being  

programs on burnout

The authors of [7] proved that a supportive work 
culture contributes to improved well-being, mental 
health, motivation and satisfaction from work.

Drawing on an analysis of data from 240 interviews 
with medical workers conducted in SPSS, the authors 
[8] reported a positive relationship between employee 
well-being and perceived organizational support, a 
negative relationship between perceived organiza-
tional support and emotional burnout, and a negative 
or opposite relationship between employee well-being 
and emotional burnout.

In [9] conclusions were made that corporate social 
support programs (as part of well-being programs) 
promote employee satisfaction, engagement, loyalty, 
and productivity and better management team perfor-
mance in the face of uncertainty.

In [10] the authors tested hypotheses about the 
impact of combined measures in the workplace on 
employee burnout levels. However, they noted that the 
data used in the study are limited due to high heteroge-
neity, potential bias and a small sample. This warrants 
further exploration of these issues.

In [11] the authors described key trends in imple-
menting the concept of well-being by organizations 
to incentivize employees’ work. In [12] the impact of 
the implementation of corporate health and well-being 
management programs on the general condition of 
employees and their productivity was proven.

The studies cited prove individual elements of cor-
porate well-being programs and their synergistic influ-
ence affect employee burnout levels. The nature of 
this phenomenon is still not described exhaustively. 
In this study, we tested the hypothesis that the level 
of employee burnout as an integral indicator based 
on the assessment of loyalty, satisfaction and engage-
ment affects the deviation of employees’ expectations 
regarding specific well-being program measures from 
reality. In turn, employees’ expectations depend on 
their value orientations.

1.3. Research analyzing  
the influence of developing  

employee competence  
and their burnout  

on the organization’s performance

The author [13] proposed an approach to improv-
ing employee satisfaction based on building a work-life 
balance and demonstrated its contribution to organi-
zations’ sustainable development.

In [14] the authors substantiated the influence 
of workplace socio-psychological background on 
employees’ productivity through changes in their 
burnout levels. In [15] they demonstrated that burnout 
among IT specialists affects the speed and quality of 
their performance.

The results of [16] show that the work environment, 
support from higher-ups, adaptability and intrinsic 
motivation have tremendous impact (direct and indi-
rect) on employee productivity. In [17] the authors 
described the impact of some HR management prac-
tices on the work of the entire organization through 
their impact on employee competencies.

The results of [18] show that employee competence 
and job characteristics significantly affect their moti-
vation for work and effectiveness. The authors [19] 
demonstrated that developing employees’ competen-
cies has a statistically significant influence on organi-
zations’ sustainability. The works [20, 21] described 
the impact of various aspects of labor (e.g., profes-
sional competence, work environment, satisfaction 
with work, remuneration, etc.) on employee produc-
tivity.

In [22] reported on the results of research into the 
influence of organizational culture and employee com-
petence on perceived stress and productivity.

In [23] the components of burnout and their rela-
tionship with employee performance indicators were 
studied. Using a correlation analysis of the sample, it 
was estimated how various factors within the company 
affect employee burnout, as well as how certain aspects 
of burnout affect their productivity.
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We can conclude that the effects of employee com-
petence and burnout as distinct phenomena on worker 
productivity and organizations have been thoroughly 
investigated. However, the combined influence of 
these factors is described poorly. The analyzed studies 
assess the effects on the integral indicator of productiv-
ity or efficiency rather than its aspects, such as KPI.

1.4. Research assessing  
relationships between  

well-being program measures,  
employee competence, burnout,  

and the organization’s performance indicators  
calculated mathematically

The authors of [24] analyzed data from a survey of 
403 employees using Path Analysis’ SmartPLS func-
tionality and refuted the correlation between employ-
ees’ corporate social responsibility and well-being.

In [25] the authors developed a quantitative model 
for assessing the impact of the quality of workplace 
equipment and engagement on employee well-being in 
the hospitality industry.

In [26] a model is proposed that allows us to iden-
tify the relationship between elements of motivation 
and employee performance. The model revealed a sta-
ble and statistically significant positive relationship 
between the parameters.

In [27] confirmed through regression analysis that 
practices improving the psychological climate in the 
team and developing leadership qualities have a posi-
tive influence on an organization’s performance.

In [28], the results obtained using the Smart PLS 
method indicate that a favorable working atmosphere 
and engagement act as resources that help prevent 
burnout. Furthermore, senior management should be 
cautious about increasing working hours.

It was demonstrated in [29] that a low level of 
employee engagement does not always lead to burnout, 
and at the same time, the more employees work, the 
more they feel burnout. The study used digital doubles 
of employees and applied the LISREL package to ana-
lyze apparent and hidden variables and quantitatively 
assess relationships.

Note that existing studies have not previously 
solved the problem of finding the optimal portfolio 
of well-being program activities in order to maximize 
the effectiveness of the organization’s activities. Most 
of the work uses standard data analysis tools, on the 
basis of which conclusions are drawn about the pres-
ence or absence of relationships between various sys-
tem parameters.

At the same time, it is worth noting that the instru-
mental part of portfolio optimization is quite devel-
oped. For example, the fundamental principles and 
approaches in the field of mathematical programming 
were laid down in [30]. There are also other approaches 
that are often used to form optimal portfolios and sets 
of projects in industry and the financial sector, for 
example, quadratic programming [31] and genetic 
optimization algorithms [32]. Previously, the authors 
have already worked in the field of portfolio optimiza-
tion, for example, in [33] models of fuzzy multi-period 
optimization were developed to support decision-mak-
ing when choosing a portfolio of projects within the 
framework of the institution’s strategic development 
program, allowing for step-by-step planning of a port-
folio of projects taking into account the interests and 
risks of stakeholders.

Additionally, it is worth noting that due to the pres-
ence of uncertainties associated with data collection 
based on a subjective assessment of an employee or his 
supervisor, the lack of unified approaches to assessing 
burnout, competence and other entities, there is a need 
to use a fuzzy approach to model the existing uncer-
tainties of the internal environment and minimize pos-
sible risks.

*   *   *

In conclusion, we can draw attention to the follow-
ing drawbacks of existing research, which our study 
aimed to mitigate:

	♦ the effects stemming from the multiperiodicity of 
the implementation of corporate well-being program 
measures and the possibility of rolling planning are 
not considered;

	♦ the optimization aspects of developing the portfolio 
of measures under the corporate well-being program 
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given the effects of its implementation are not 
addressed;

	♦ uncertainties and risks generated by the collection 
of subjective raw data, a vital component in building 
mathematical models, are unaccounted for;

	♦ the effects of the comprehensive influence of the 
corporate well-being program on employee burnout 
and competence are understudied;

	♦ the comprehensive influence of employee compe-
tence and burnout on performance and efficiency is 
not fully explored.

Thus, we can conclude on the lack of a proper 
toolkit, which would allow:

first, to describe the impact of the well-being pro-
gram on the development of professional and personal 
competencies of employees, their burnout and perfor-
mance, and, consequently, on the effectiveness of the 
organization as a whole;

second, with limited resources, high competition for 
personnel, risks and uncertainties, to form an optimal 
set of well-being program activities that will contribute 
to maximum approximation to the target values of per-
formance indicators for both an individual employee 
and the organization as a whole.

2. Research goals  
and objectives

This study aimed to develop a fuzzy method for 
creating the optimal complex of measures under the 
corporate well-being program to maximize progress 
toward employees’ target KPIs over a given planning 
horizon.

The hypothesis is that it is possible to develop a 
method to create the optimal portfolio of well-being 
program measures to improve an organization’s perfor-
mance based on competency development and reduc-
tion of burnout balanced across staff and time slots.

To achieve the goal, we addressed the following 
objectives:

1. To develop a fuzzy dynamic model for creating 
the optimal portfolio of well-being program measures 

accounting for the organization’s resource limitations. 
The implementation of program measures depends on 
their direction and affects the development of workers’ 
professional and personal competencies, which makes 
it possible to maximize progress toward the target KPIs 
of employees and the goals of the organization.

2. To develop a method for finding the solution of 
the fuzzy optimization model that would allow us to 
determine the set of program measures for each time 
interval on the planning horizon and each employee 
considering the organization’s resource constraints.

3. Fuzzy optimization model  
for creating the optimal portfolio  
of measures under the corporate  

well-being program

Let us consider the work of organization employ-
ees on the planning horizon T. At each time point  
t  {0, 1, …, T}, the company invests in various mea-
sures within its well-being program, which affect the 
development of employees’ personal and professional 
competencies and reduce their burnout at time point  
(t + 1). Employees, considering their competence, 
influence the achievement of their and the organiza-
tion’s KPIs at time point (t + 1). A critical aspect is 
that in commercial companies, the achievement of 
goals at time point t directly affects the volume of 
investment in the well-being program at time point 
(t + 1).

The same employees with the same level of com-
petence and preservation of business processes at dif-
ferent time intervals can achieve different KPIs in the 
organization. This relates to the fact that workers’ pro-
ductivity and efficiency are affected by their burnout 
level. Under employee burnout level, we understand 
their combined physical and emotional state, which 
affects how quickly they perform their work and how 
often they make mistakes in the business processes for 
which they are responsible. Mazelis et al. [34] dem-
onstrated that burnout is a consequence of the devi-
ation of employees’ expectations about well-being 
program measures in the organization from what the 
company offers.
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Mazelis et al. [1] proposed a conceptual model 
of employee competence development and burnout 
reduction by implementing the well-being program. 
Under conditions of uncertainties, risks, and limited 
resources, the management faces the task of optimally 
allocating financial resources between measures within 
the corporate well-being program to improve the per-
formance of employees and the company through 
direct or indirect impact on employee competence 
development and the reduction of burnout (Fig. 1). 
The indicators of productivity used in this study are 
employees’ KPIs.

Mazelis et al. [34–36] built the functional relation-
ships of the influence channels provided in the concep-
tual model (Fig. 1).

Let us consider the work of organization employ-
ees on the planning horizon T. At each time point  
t = 0, 1, …, T, the company invests resources in meas-
ures under the well-being program. Each measure can 
apply to different employees. Introducing these meas-
ures affects employee competence and changes in the 
deviation of employees’ expectations regarding the 
well-being program elements from their implementa-
tion, which in dynamics leads to changes in their burn-
out level.

Each measure under the well-being program that 
requires financial investment relates to a particular 
direction (the program is divided into K directions) 
and focuses on a set of employees. The volume of 
investments attributable to the i-th employee in the 

Fig. 1. Conceptual model for describing the process of developing the competence of organization employees.
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implementation of all program measures belonging to 
the k-th direction of well-being shall be denoted by 
zik(t).

The goal of optimization as part of our study is to 
maximize the integral indicator V, which describes the 
attainment of employees’ target KPIs:

                ,	 (1)

where

yim(t) is the value of the m-th KPI of the i-th employee 
at time point t;

βm is the importance coefficient of the m-th KPI;

 is the target value of the m-th KPI for the i-th 
employee;

i is the number of the company employee, i = 1, 2, …, I;

m is the number of the employee’s KPI, m = 1, 2, …, M.

Let us consider the constructed functional descrip-
tions of the influence channels given in the conceptual 
model (Fig. 1).

1. Mazelis et al. [36] provided the econometric mod-
els of panel data, which functionally describe depend-
encies between the structure and volume of financial 
investments into measures under different directions of 
the well-being program and employee’s levels of com-
petencies:

                   ,	 (2)

where

xij is the level of development of the j-th competency in 
the i-th employee at time point t;

zik (t) is the volume of investments in the i-th employee 
of the company in the k-th direction of well-being at 
time point t.

To eliminate multicollinearity and reduce dimen-
sionality while preserving information as much as pos-
sible, we used principal component analysis, in which 
a rotation-free method was employed to overcome dif-
ficulties in interpreting the loading matrix.

2. The channel of influence of investments in the 
implementation of the program measures on changes 
in the deviations of employees’ expectations from the 
actual state of the corporate program is described as 
follows:

     ,	 (3)

where

qik(t) is the deviation of the i-th employee’s expecta-
tions regarding the k-th direction of well-being from 
reality, qik(t)  [–1,1];

µk is the minimal investment in the k-th direction per 
employee per quarter beginning from which expecta-
tions start to change;

vk is the maximum investment in the k-th direction per 
employee per quarter after which changes no longer 
occur.

3. Mazelis et al. [34] proposed a fuzzy model of the 
dependence of employee burnout on the discrepancy 
between their expectations about the company’s cor-
porate environment and the actual content of the well-
being program, which includes several stages:

i)	 forming an integral indicator of expectations  
, equal to the weighted sum of aikqik, where aik 

(from 0 to 1) is the importance coefficient of the 
k-th direction of well-being measures for the i-th 
employee and qik is the degree of the employee’s 
satisfaction with the implementation of the k-th 
measure (from –1 to 1);

ii)	 presenting the areas of the set of values of burnout 
indicators and the integral expectation indicator as 
a union of non-intersecting intervals of different 
lengths, each of which is considered as some category 
of the respective indicator; optimal weighting 
factors and fuzzy category boundaries are found by 
minimizing the partitioning quality functional

                        ,	 (4)

	 where
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ds is the distance from a point on the axis of the integral 
expectation index to the s-th interval;

uis is the degree of the i-th point’s membership in the 
s-th interval;

iii)	the solution to the optimization problem is found 
iteratively: a) finding the optimal partitioning of 
points into classes by minimizing the functional 
at fixed weight coefficients wk, b) finding weight-
ing coefficients at the given division of points into 
classes by solving the problem of unconditional 
optimization of the functional 

, where w = (w1, w2, …, wk);

iv)	building a matrix of correspondence between fuzzy 
categories of the integral indicator of expectations 
and burnout levels.

After the defuzzification of the fuzzy piecewise con-
stant regression based on the correspondence matrix, 
we obtain the dependence of the burnout index of the 
i-th employee on the integral expectation indicator:

                   .	 (5)

The graph of this dependence is presented in Fig. 2.

4. Mazelis et al. [35] provided a fuzzy model that 
allows assessing the influence of employee competen-
cies and burnout levels on the achievement of KPIs. 
The model includes several stages:

i) forming an integral indicator of employee compe-
tence as a weighted sum of individual professional 
and personal competencies with optimal values of 
weighting coefficients;

ii) building fuzzy categories for the integral compe-
tence indicator and each KPI:

	♦ representing the area of values of each indicator as a 
combination of non-overlapping intervals of differ-
ent lengths, each of which is considered a category of 
employee competence (KPI);

	♦ the categories are constructed based on the minimi-
zation of the cross-entropy function, and each ele-
ment of the sample is described by a fuzzy number 
characterizing the degree of the element’s member-
ship in the constructed categories;

iii)	adjusting KPI values for burnout by calculating 
the reduced KPI based on the solution of the de-

Fig. 2. Dependence of the burnout indicator of the i-th employee on the integral expectations indicator.
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viation minimization problem using the weighted 
least squares method, considering the fuzzy mem-
bership of points to categories;

iv)	building a sample distribution of KPIs for each cat-
egory of the integral competence indicator based 
on the constructed correspondence matrix, which 
determines the distribution of points belonging to 
a competence category. This will allow us to es-
timate the probability of possible KPI values for 
specific values of competence and burnout.

Defuzzifying the dependence found; we obtain:

       ,	 (6)

where xij is the level of development of the j-th compe-
tency of the i-th employee at time point t;

bi (t) – the integral burnout indicator of the i-th 
employee.

The dependence of the i-th employee’s KPI on the 
integral competence indicator is presented in Fig. 3.

The limits used in the optimization model are as fol-
lows.

1. The total amount of financial resources  invested 
into the well-being program is limited by the com-
pany’s budget and is defined by its C-level as part of 
human resources management strategy:

                              .	 (7)

The budget is determined by top management as 
part of forming the human resources plan depending 
on certain cycles in the company.

2. Let us assume that investments in each well-
being direction are formed as a sum of measures in 
which an employee participates. Each measure is 
characterized by its cost per person. Therefore, zik(t) 
equals the total cost of the selected activities related 
to the k-th direction. There is a maximum allowable 
amount of investment that a company can allocate in 
a well-being direction:

                                  ,	 (8)

where Zk(t) is the limit on investments in the k-th direc-
tion of well-being, which is a trapezoidal fuzzy number 
expertly set by the company’s managers.

Fig. 3. Dependence of the KPI of the i-th employee on the integral competence indicator.

Development of a fuzzy optimization model for the formation of a portfolio of well-being program activities to increase employee productivity	 59

40                      60                    80                    100                    120

120

100

80

60

40

KPI

Integral competence indicator



BUSINESS INFORMATICS        Vol. 19        No. 1        2025

This limit is intended to ensure that those responsi-
ble for well-being do not direct all investments to the 
simplest and most costly activities, but try to address as 
many aspects of well-being as possible.

3. In one unit of time, the increase in the integral 
competence indicator due to investment in the corpo-
rate program does not exceed the fuzzy value c:

                           .	 (9)

Thus, the optimization model of creating the cor-
porate program influencing employees’ KPIs through 
developing their competencies considering burnout 
takes the following form:

 

The limits on investment in the k-th direction of 
well-being and the competence increment of an indi-
vidual employee are fuzzy inequalities.

The proposed model constitutes a fuzzy program-
ming problem because some parameters are fuzzy 
numbers. To solve this problem of finding the opti-
mal portfolio of program activities, we applied the 
approach described by Anshin et al. [37] and Wang 
and Hwang [38] to reduce it to a non-fuzzy problem 
at given confidence levels.

Let us specify the confidence levels λZk, λc  for limits 
on investment in the k-th direction of well-being and 
the growth of the integral employee competence indi-
cator, respectively. In this case, the system of model 
limits will take the following form:

                      ,	 (11)

where NA(B) > λ means that A satisfies limit B with a 
confidence level λ. This condition is equivalent to the 
inequality:

                 ,	 (12)

where µY(x) is the membership function of the fuzzy 
number Y.

Let the volume of investment in the k-th direction of 
well-being program measures at time point t be speci-
fied by the trapezoidal number  
and the limit on the maximum amount of investment 
in the k-th direction of the well-being program – by 
the fuzzy trapezoidal number Zk(t) = (0, 0, r3, r4). Then 
the limit  is equivalent to:

      .	 (13)

Similarly, fuzzy inequalities are transformed into 
non-fuzzy ones, allowing one to obtain a non-fuzzy 
problem of Boolean programming, where the variables 
define whether the measure is included in the program.

To find the suboptimal solution, we performed the 
linearization of the dependencies:

1. To linearize the function φ in point x, we need 
to find the slope coefficient of the dependence. At the 
boundary between classes, the value of the slope coef-
ficient is calculated as the angular coefficient of the 
corresponding segment of the piecewise linear func-
tion. At the remaining points x, the slope coefficient is 
linearly interpolated.

(10)
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2. In linearizing the dependence of qik(t + 1)  on 
zik(t), we should note that the number of possible va-
lues of zik(t) is small (averaging at about 25 based on 
real data). Therefore, if we introduce binary variables 
corresponding to each i, each k, and each of the pos-
sible values of zik(t) and calculate how much the degree 
of KPI achievement changes with this investment, we 
obtain an integer linear programming problem. In this 
case, it will be necessary to limit the variables attrib-
utable to a specific i and a specific k: their sum must 
equal 1. The set of possible values of the variables zik(t) 
is found through dynamic programming.

In solving the integer linear programming problem, 
we used the scipy.optimize.milp package in Python. 
Software implementation available in the repository 
https://github.com/lapkin25/fuzzy-data-clustering in 
the folder “fuzzy_optimization.”

4. Results of approbation  
of the method based  

on the example of subdivisions  
of a commercial company

Let us consider creating the optimal portfolio of 
measures under the well-being program to achieve 
maximum progress toward employees’ target KPIs 
over one year divided into four periods (quarters).

We examined the IT and HR structural subdivisions 
of a commercial organization with a total headcount of 
95 employees. The raw data collection for this exam-
ple is described in previous papers by Mazelis et al. [1, 
34, 36]. At the starting point in time t = 0 the average 
values of staff competence in terms of personal quali-
ties is the fuzzy number {61; 68; 84; 91}, in terms of 
professional qualities in the context of HR functions – 
{49; 55; 67; 73}, and in the context of IT functions – 
{38; 43; 53; 58}. The values of indicators characterizing 
burnout level are as follows: loyalty b1(0) = {46; 52; 64; 
70}; engagement b2(0)  = {57; 64; 78; 85}; satisfaction 
b3(0)  = {57; 64; 78; 85}.

KPIs and their target values within the loss function 
are chosen in accordance with the company’s strate-
gic goals. The initial value of the integral indicator of 
employee KPI is 71.4%.

Each measure has a set of characteristics used to 
decide whether it should be included in the well-
being program: minimum and maximum costs; mini-
mum and maximum number of employees that can 
participate in it simultaneously; and the intended 
duration of the measure. An example of measures is 
given in Table 1.

The model allows us to form the optimal port-
folio of measures of the corporate well-being pro-
gram and the corresponding structure of financial 
resources distribution across program investment 
directions, employees and time points after finding 
the numerical solution. The model is updated for 
each upcoming quarter based on the results achieved 
in the current one.

Let us consider the results of the model solution 
under the condition of limiting the volume of invest-
ments in the program to 12.5 million rubles/quarter. 
Importantly, the results depend on the confidence 
level (λ), which is assigned by the company’s manage-
ment and represents some measure of rigidity when 
specifying parameters in a fuzzy form, i.e., the closer 
the value is to 1, the more rigid the parameter (0.5 cor-
responds to the default value). Table 2 shows examples 
of confidence levels depending on the scenario.

Scenario 1 describes a situation where the organ-
ization strives to allocate a more rigidly defined 
amount of financial resources to develop its employee 
competence to provide for their career growth in the 
organization (this structure characterizes an HR 
strategy focused on nurturing internal human capi-
tal). This scenario encompasses such program direc-
tions as “Environment,” “Career development” and 
“Development of skills.” Investments in other blocks 
of directions have a gap and are mainly driven by the 
features of the team working in the company.

Scenario 2 arises if the organization deems it impor-
tant to create a positive and transparent corporate 
environment (i.e., the HR strategy focuses on creating 
a positive employer brand and attracting experts from 
the external market). This scenario covers such blocks 
of program directions as “Financial well-being,” 
“Healthy lifestyle” and “Corporate infrastructure.”
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Scenario 3 creates a situation where the organiza-
tion prioritizes neither of the directions. This scenario 
is appropriate if the company wishes to create a mixed 
HR strategy and identify the most effective directions 
depending on the team’s features.

Next, let us consider the structure of financial 
resource allocation for the year according to the three 
scenarios (Fig. 4).

Analyzing Fig. 4, we should highlight the following:
1) in scenario 1, the priority directions of the well-

being program receiving about 43% of the investments 
are “External development of SOFT competencies” 
(10.7%), “Implementing a talent management sys-

tem” (10.4%), “Integrating employees into industry 
processes” (10%), “Creating adaptive work processes” 
(7.2%) and “Organizing healthy eating” (5%). The 
largest amount of investment is allocated to the areas 
that are part of the priority blocks of the program and 
provide the greatest impact on employee competence 
development;

2) in scenario 2, the priority directions of the well-
being program receiving around 42% of the invest-
ments are “Creating adaptive work processes” (9.4%), 
“Integrating employees into industry processes” 
(8.7%), “External development of SOFT competen-
cies” (8.3%), “Implementing a talent management sys-

Table 1.
Examples of well-being program measures

Direction of well-being Measure
Mode of costs,  

thousand rubles
Number of employees, 

people
Time  

period

Implementing corporate  
benefits

Voluntary medical insurance 80 1 12

Corporate discounts from partners 6 1 1

Contributions to a non-profit  
pension fund

10 1 1

Additional vacation days 25 1 12

Corporate bonus program 10 1 1

Integrating employees  
into industry processes

Participation of speakers  
in industry conferences

60 1 1

Publication of original articles 40 1 1

Organization of industry  
communities

1300 100 3

Organization of team days 7000 500 6

… … … … …
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Table 2.
Confidence levels

Parameter Scenario 1 Scenario 2 Scenario 3

Integral competence indicator 0.6 0.6 0.6

Limitation on the volume of investments  
into the “Financial well-being” well-being block 0.6 0.9 0.7

Limitation on the volume of investments  
into the “Environment” well-being block 0.9 0.6 0.7

Limitation on the volume of investments  
into the “Career development” well-being block 0.9 0.6 0.7

Limitation on the volume of investments  
into the “Healthy lifestyle” well-being block 0.6 0.9 0.7

Limitation on the volume of investments  
into the “Development of skills” well-being block 0.9 0.6 0.7

Limitation on the volume of investments  
into the “Corporate infrastructure” well-being block 0.6 0.9 0.7

tem” (8.1%) and “Organizing healthy eating” (7.4%). 
This set of priority directions is similar to scenario 1, 
yet the investment structure is significantly different. 
Specifically, more financial resources are invested in 
program directions that fall within the priority clusters 
of the strategy;

3) scenario 3 shows a similar trend with respect 
to priority directions, but the structure of financial 
resource distribution is again different.

Across all scenarios, two directions (“External 
development of HARD competencies” and “Meaning 
management”) receive virtually no funding. This can 
be explained by the low effect of the measures within 
these program directions on competencies or burnout 
reduction.

 has a significant influence on creating the portfo-
lio of well-being program measures and the structure 
of funding for program directions.

Our research shows that the dynamics of change 
in the volume of financial resources depending on  
is monotonous (increasing or decreasing) for most 
program directions. To be specific, the amount of 
allocated financial resources increases with  for the 
directions of “Implementing corporate benefits,” 
“Integrating employees into the company’s corporate 
life,” “Implementing a talent management system,” 
“Internal development of HARD competencies,” 
etc. An opposite dynamic is observed for “Integrating 
employees into industry processes” and “Developing 
technological and team leadership.”

Analyzing the results by staff, we observed that the 
largest amount of funding is allocated to employees 
who fit the following portrait: “Employee between 
the ages of 31–40 with 3–6 years of total experience. 
Holds a position above the level of a senior specialist. 
Works in IT. Shows low levels of several personal com-
petencies and high levels of professional competencies. 
Burnout is below the company average.”
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Fig. 4. The structure of financial resources allocation to the directions of the well-being program under three scenarios.
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The final increase in the integral indicator of KPIs 
over 1 year amounted to: under scenario 1 – 11.85 
units; under scenario 2 – 11.8 units; under scenario 
3 – 12 units. As you can see, provided that the total 
investment volumes in the well-being program areas 
are identical, the key criterion for making a deci-
sion is the final value of the integral KPI. As part of 
this example, it is recommended to choose scenario 
number 3, i.e. a scenario in which the company’s 
management artificially does not prioritize specific 
areas of the program. Thus, the tool proposed by the 
authors independently allows you to determine the 
optimal portfolio of program activities, taking into 
account the initial input parameters.

The final portfolio of measures is implemented in 
the corporate well-being program. We recommend 
conducting a flexible quarterly portfolio adjustment 
because the results of specific activities more accu-
rately indicate their impact on the competence of a 
group of employees and their burnout reduction. 
Thus, this will introduce another indicator for the 
measures in terms of their contribution to the integral 
KPI. Future studies are planned to collect retrospec-
tive data on the implemented measures to modify the 
proposed model and improve its accuracy.

5. Discussion

Most studies investigating the effects of corporate 
well-being programs on an organization’s function-
ing confirm the influence of such programs on human 
capital and employee productivity. However, these 
studies focus not on the overall process of human 
capital development using the program (from invest-
ment into personnel well-being to the productivity of 
their work) but rather its fragments. Gonsiorowska 
and Zieba [3], Salman et al. [4], Mathibe and Chiny-
amurindi [7], and Nursel [8] describe the influence of 
the program on various aspects of employee compe-
tence and burnout. Naczenski et al. [14], Kurniawan 
et al. [18], and Kim and Jung [22] explore the influ-

ence of different elements of employee competence 
and burnout on their productivity and efficiency. 
Several studies propose economic and mathemati-
cal models describing the interrelationships between 
elements of human capital development through the 
well-being program [26, 27].

Existing works do not consider the differentiated 
impact of well-being program directions on aspects 
of employees’ work, on the one hand, and the syner-
getic effects arising from the implementation of sev-
eral directions at once, on the other. The analyzed 
studies do not address the effects of multiperiodicity 
in implementing these programs and the optimization 
aspects of their development.

In the presented model, we accounted for these 
shortcomings and the demands of real commercial 
organizations.

A distinctive feature of our model is the consider-
ation of two uncertainty levels in forming the opti-
mal portfolio of well-being program measures. The 
first level has to do with the reliability of estimates 
of the numerical coefficients of influence chan-
nels’ functional dependencies found by defuzzify-
ing fuzzy piecewise constant regressions based on 
the matrices of correspondence between the fuzzy 
categories of the integral indicators of expectations, 
competencies, burnout level and KPIs. The second 
level relates to the need to set several limit param-
eters determined by experts (e.g., the finances 
invested in a specific direction of the program) in 
fuzzy numbers.

The model is marked by multiperiodicity and the 
opportunity to adjust the portfolio of well-being pro-
gram measures for the entire planning horizon during 
quarterly monitoring of the achieved results, assess-
ing deviations from the plan and reshaping the port-
folio of activities based on new data. Thus, the model 
steadily improves the accuracy of executive decisions 
and employee efficiency.
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Thus, our study rests on the theoretical founda-
tion of prior research while also solving a different 
problem using mathematical apparatus. The need for 
new methods owes to the existing trend of improving 
financial resource management, on the one hand, and 
ensuring that the organization continuously develops 
and creates competitive advantages to secure a mar-
ket share sufficient for success in the face of growing 
competition, on the other.

The approbation of the model on real business 
units of a commercial company enabled us to form 
a portfolio of well-being program measures depend-
ing on the priority assigned to the directions by com-
pany management. The analysis of prioritization sce-
narios highlighted the most significant directions that 
have the greatest influence on improving employees’ 
competencies and reducing their burnout and the 
organization’s overall efficiency. The reliability of the 
results is confirmed by the experts in personnel per-
formance management who participated in our sur-
vey and research. We can conclude that the proposed 
method is a functional tool that allows one to create 
the optimal portfolio of measures under the corpo-
rate well-being program based on an organization’s 
starting parameters. Therefore, the hypothesis posed 
in this study was confirmed.

Conclusion

In this study, we proposed a fuzzy method for cre-
ating the optimal portfolio of measures in a corporate 
well-being program to achieve maximum progress 
toward employees’ target KPIs by developing their 
competencies and reducing burnout.

This method accounts for the drawbacks shown in 
the literature analysis and puts forward possible solu-
tions: the effects stemming from the multiperiodic-
ity of the implementation of a well-being program 
are considered; the optimization aspects of develop-
ing the portfolio of measures under the well-being 

program are examined; the uncertainties and risks 
associated with the subjectivity of input parameters 
are accounted for; the comprehensive influence of 
employee competence and burnout on productivity 
and efficiency is explored.

We built a fuzzy dynamic model to create the opti-
mal portfolio of well-being program measures. The 
loss function used in the model is an integral indica-
tor characterizing the attainment of target employee 
KPIs while accounting for the importance of each 
KPI for the organization.

The optimization variables in the model are binary 
variables that determine the inclusion of a measure 
into the organization’s well-being program at a spe-
cific time within the given planning period.

The model proceeds from three types of limits:

1) the total amount of investment allocated to the 
well-being program is limited by the organization’s 
available budget;

2) the permissible amount of financial resources to 
be invested in a direction of the well-being program has 
a top limit represented by a specified fuzzy number;

3) an increase in each employee’s integral compe-
tence indicator due to investment in the well-being 
program does not exceed a given fuzzy value.

The features of the program are as follows.

First, the model relies on the functional depend-
encies of influence channels (between the categories 
of integral indicators of expectations, competencies, 
burnout level and KPIs) found by defuzzifying fuzzy 
piecewise constant regressions based on the matrices 
of correspondence between the fuzzy categories of 
integral indicators;

Second, the set of input parameters of model limits 
is specified in fuzzy numbers, which allows for either 
tightening or loosening the limits by setting their con-
fidence level.
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The fuzzy approach allows us to account for the 
uncertainties and risks associated with subjective raw 
data, an important component of the model.

The proposed method demonstrates theoretical 
significance because it is a tool for creating the opti-
mal portfolio of measures within the corporate well-
being program in terms of specific employees and 
points in time. This allows for structuring the alloca-
tion of financial resources to different program direc-
tions to improve the performance and efficiency of 
staff and the organization.

Our findings confirm the study hypothesis.

The study’s practical value lies in the fact that it 
presents persons tasked with managing the efficiency 
and overall state of organization employees with an 

instrumental apparatus for determining and forming 
a well-grounded portfolio of measures for the corpo-
rate well-being program to influence employee pro-
ductivity.

In the future, we plan to conduct an in-depth study 
to quantitatively assess the risks of deviation of actual 
progress toward the achievement of employees’ tar-
get KPIs over the planning horizon from the ones 
forecasted based on the creation of the optimal well-
being program. 
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Abstract

The processes of formation and development of intellectual capital in the digital economy are ill structured 
processes occurring in conditions of a significant increase in the speed and unpredictability of changes in the 
external environment. This makes it extremely difficult to use previous experience and probabilistic forecasts 
when assessing the risks of failure to achieve strategic goals for the development of the intellectual capital 
of an organization. At the same time, undesirable deviations in achieving these goals can lead to significant 
negative consequences. In this regard, there is a need to develop appropriate fuzzy methods and models, all 
of which determines the relevance of this work. The purpose of this study was to develop a fuzzy method for 
assessing the risks of failure to achieve the strategic goals of an organization in the field of intellectual capital 
development. The method is based on a fuzzy model developed by the authors which allows us to take into 
account the uncertainty tolerance of the decision maker. Testing the method on the example of a specific 
organization showed the possibility of its practical applicability. We provide quantitative assessments and 
qualitative interpretations of the risk levels of failure to achieve target indicators for the development of the 
intellectual capital of an organization (a large regional university).

Keywords: intellectual capital, fuzzy model, risks of failure to achieve goals, project portfolio risk management, 
tolerance to uncertainty

Citation: Solodukhin K.S., Zavalin G.S., Makarova D.V. (2025) Assessment of risks of failure to achieve target 
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Introduction

The formation and implementation of strate-
gic goals are the core of the strategic process 
in an organization [1, 2]. Other key features 

of the strategic process are strategic reflection (search 
for the best ways to achieve goals) and strategic actions 
(implementation of programs, projects, events) [3].

The strategic process (like any other activity of an 
economic entity) is carried out in conditions of uncer-
tainty, the presence of which leads to the risks of failure 
to achieve goals.

The system of strategic goals of an organization may 
include goals that require unconditional fulfillment. 

Failure to achieve these goals may lead to the termi-
nation of its existence. In this regard, the accuracy of 
assessing the risks of failure to achieve such goals is of 
critical importance [4]. The presence of risks of failure 
to achieve the goal requires a reserve of “dead” (“insur-
ance”) resources, the use of which is assumed in the 
event of threats on the way to the goal [5]. Increasing 
the accuracy of risk assessment will avoid unnecessary 
“freezing” of resources.

Inaccuracy in assessing the risks of failure to achieve 
goals may also lead to unnecessary expenditure of 
resources allocated at the stage of planning strategic 
actions (formation of development plans and pro-
grams, selection of projects). In turn, this may lead to 
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overfulfillment of some goals with corresponding neg-
ative consequences [6].

From the standpoint of the operational theory of 
risk management, the level of risk of deviation from 
the organization’s goals can be considered a char-
acteristic of the quality of management. Within the 
framework of the theory, economic risk is considered 
as a category reflecting the measure of the reality of an 
undesirable deviation from the goals and the amount 
of losses caused by this deviation. In this case, the 
assessment of the measure of deviation can be carried 
out, for example, in the form of additional costs or a 
decrease in the economic effect caused by the imple-
mentation of a management decision [7].

In the theory of economic risk management, the 
analysis and comparison of information about the 
economic situation can occur in two different situa-
tions (time slices): at the stage of decision preparation 
and at the stage of decision implementation [7].

For the second stage, the methods for assessing the 
risks of failure to achieve goals are devoted to identi-
fying and assessing possible obstacles – events in the 
external environment that prevent the achievement of 
goals. Depending on the method of assessing obsta-
cles, models can be probabilistic [8–13] or fuzzy [14–
18]. There are also models in which the fuzzy approach 
is supplemented by probabilistic analysis [19].

At the first stage, the generation of decision options 
(management actions) takes place, the sufficiency 
(for decision-making) of the available information is 
assessed, the initial information is supplemented and 
clarified, the results of applying the selected decisions 
and their compliance with the set goals are predicted [7].

A management decision (a decision option) is a 
decision to select from a variety of possible strategic 
measures (each of which has the necessary resources 
and certain consequences) a specific set of measures 
aimed at achieving goals [20]. In most cases, strategic 
measures can be considered as projects (reconstruc-
tion and development), and accordingly, the choice 
of a set of measures represents the formation of a pro-
ject portfolio.

Project Portfolio Risk Management (PPRM) is an 
established field of research that focuses on the pro-
cesses of identifying and balancing project portfolio 
risks while striving to maximize the value received by 
the organization, as reflected in the achieved impact 
on strategic objectives [21]. Thus, PPRM focuses 
on the management capabilities of the organization 
to reduce the negative impact of risks and expand 
opportunities, taking into account the interdepend-
encies between projects and risks [22–25].

In PPRM, both established and promising research 
areas can be identified [21]. One of these areas is the 
development of models and methods for assessing 
project portfolio risks (PPR).

Existing methods for assessing portfolio risk are 
based on various approaches to modeling uncer-
tainty. In stochastic models, uncertainty is described 
by a probability distribution. In fuzzy models, uncer-
tainty is described by a membership function [26]. In 
non-stochastic game models, an unstructured set of 
potentially possible values of an elementary event is 
specified [7].

Risk management theory shifts the emphasis 
towards the study of ill structured phenomena [7]. At 
present, these phenomena occur in conditions of a 
significant increase in the speed and unpredictability 
of changes in the external environment. This makes 
it extremely difficult to use previous experience (his-
torical data) [27] and probabilistic forecasts.

In this regard, in recent years, a wide variety of fuzzy 
models have been actively developed to assess the risks 
of a project portfolio and take into account the result-
ing risk assessments when selecting a portfolio. It is 
worth noting the work of Mohagheghi and co-authors 
[28], who proposed an original approach to selecting 
the optimal portfolio of projects to achieve sustaina-
ble development goals using interval-valued fuzzy sets 
to take into account uncertainty and various criteria 
(indices) reflecting risks. In the work of Shatalova [29], 
fuzzy models for assessing the comparative effective-
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ness of innovative projects in the formation of a pro-
gram for the technological development of an indus-
trial enterprise under conditions of non-stochastic 
uncertainty, taking into account risks, are proposed. In 
the work of Zaidouni et al. [30], fuzzy factor analysis is 
used to predict the risks of an IT project portfolio. The 
works of Mehlawat et al. [31], Khanjani Shiraz et al. 
[32], Deng and Yuan [33], Rahiminezhad Galankashi 
et al. [34], Mohseny-Tonekabony et al. [35], Wang 
et al. [36], Dehghani [37], Nguyen et al. [38], Abtahi 
[39], Yang et al. [40] should also be noted.

At the same time, the potential of the fuzzy 
approach in analyzing project portfolio risks has not 
been fully realized [21].

Achieving strategic goals leads to a change in stra-
tegic potential – “the totality of ‘strategic’ resources 
at the disposal of an enterprise that are of decisive 
importance for the capabilities and boundaries of the 
enterprise’s functioning in certain conditions” [41, p. 
352]. In the context of the development of the digital 
economy, the most important strategic resource of an 
organization is its intellectual capital.

The intellectual capital development strategy is 
part of the overall development strategy of the organi-
zation. The set of strategic goals that contribute to the 
development of intellectual capital is a subset of the 
set of all strategic goals of the organization. Unde-
sirable deviations in achieving these goals lead to the 
negative consequences described above. At the same 
time, assessing the risks of such deviations is sig-
nificantly more difficult than for most other strate-
gic goals due to the specifics of intellectual capital: a 
large number of implicit and “qualitative” develop-
ment factors, a strong dynamic impact of organiza-
tion’s intellectual capital components, etc. [42, 43].

In this regard, it is precisely fuzzy models for assess-
ing the organization’s intellectual capital and its com-
ponents that come to the fore. Considerable attention 
is paid to such models in the review by Cosa et al. [44]. 
Of the relevant publications published no earlier than 

2020, the following should be noted: Bustamante et 
al. [45], Kozlovskyi et al. [46], Çevik and Arslan [47], 
Pokrovskaia et al. [48], Lucchese et al. [49], Gross-
Gołacka et al. [50].

At the same time, such an important issue (for the 
above reasons) as assessing the risks of not achiev-
ing the organization’s intellectual capital targets 
remained untouched by the developers of the models.

Thus, the purpose of this study is to develop a fuzzy 
method for assessing the risks of failure to achieve 
strategic goals to support management decision-mak-
ing in the area of developing the organization’s intel-
lectual capital.

The work contains four main sections. The first 
section provides a basic scheme of the method and 
describes the content of its main stages. The proposed 
method is based on a fuzzy model, which is described 
in detail in the second section of the article. The third 
section presents the results of testing the method 
using the example of a specific organization (a large 
regional university). The “Discussion” section for-
mulates the advantages of the method; its contribu-
tion to the development of various areas of research; 
the possibilities and conditions for its use for organi-
zations of various types and industries.

1. The method for assessing  
the risks of failure  

to achieve the target indicators  
of the organization’s intellectual capital

The basic scheme of the proposed method for 
assessing the risks of failure to achieve strategic goals 
for the development of an organization’s intellectual 
capital (hereinafter referred to as organization’s intel-
lectual capital) is shown in Fig. 1.

First of all, it is necessary to form a causal field of 
OIC development indicators according to the previ-
ously proposed scheme [51]. The selection of explicit 
and implicit factors located at the lowest level of the 
hierarchy and the assessment of their influence are 
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based on the author’s fuzzy model. An example of a 
hierarchical structure of OIC development indicators 
for a specific organization (university) is given in sec-
tion 3 (Fig. 2) [52, 53].

Some of the OIC indicators of the lowest level of 
the hierarchy are naturally assessed in quantitative 
scales. The other part (as well as almost all indica-
tors of the overlying levels) is assessed in qualitative 
scales. Accordingly, significant difficulties arise in 

the process of moving up the hierarchy from bottom 
to top when evaluating the OIC integrated indicators 
up to the integral indicator of the intellectual capital 
of the organization as a whole. Another difficulty in 
assessing the OIC development indicators is related 
to the emergence of cycles in the hierarchy. In this 
regard, a fuzzy model was proposed that allows for 
a quantitative assessment of the OIC development 
indicators at all hierarchical levels [52].

Fig. 1. Basic scheme of the method for assessing the risks of failure  
to achieve the organization’s goals for the development of intellectual capital.
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This model was developed to assess the current 
level of OIC. At the same time, it can be success-
fully used in setting target values for OIC develop-
ment indicators. Strategic goals in the field of OIC 
development arise within the framework of the gen-
eral strategy of the organization, formalized on the 
basis of a modified Balanced Scorecard [51]. Accord-
ingly, as a rule, crisp target values of the “quantita-
tive” resulting indicators of such goals are known. 
The values of the “qualitative” resulting indicators 
are often not explicitly included in the strategy. And 
in the event that they are somehow established, it is 
unclear how to determine the target values of various 
integral OIC development indicators (correspond-
ing to the main components of the OIC, the organi-
zation’s abilities for certain cognitive activities and 
various aspects within the framework of certain types 
of cognitive activities). This is what this model can 
be used for.

After the fuzzy target and current values of all 
indicators in the hierarchy have been quantitatively 
determined, a program for the OIC strategic devel-
opment can be formed. This program is a set of stra-
tegic events (projects), the implementation of which 
results in the achievement (to one degree or another) 
of the strategic goals for the OIC development. Thus, 
the values of the lagging indicators of these goals 
(indicators of the OIC development) reach the target 
values or approach them.

In [53], fuzzy optimization models for forming 
a project portfolio for the OIC development taking 
into account risks are proposed. Fuzzy optimization 
problems are reduced to crisp problems of Boolean 
quadratic programming using the methods proposed 
in [54–56]. In this case, it is necessary to set the sat-
isfaction degrees for the objective function and each 
constraint. The satisfaction degrees determine the 
rigidity of the constraints and can influence the com-
position of the portfolio. It can be considered that 
the set satisfaction degrees determine the decision 
maker’s tolerance to uncertainty [57].

The proposed models allow us to form an opti-
mal portfolio of projects for the OIC development 
(depending on the selected target function and the 
specified constraints). At the same time, we obtain 
the expected fuzzy values of all OIC indicators in 
the hierarchy (when implementing this portfolio). 
Accordingly, fuzzy relative deviations of expected 
values from target values (degrees of failure to achieve 
target indicators) can be calculated.

These deviations reflect the risks of failure to 
achieve the target indicators of the OIC development. 
In turn, additional quantitative information can be 
obtained for convenience and increased accuracy of 
the qualitative interpretation of the risk level. First 
of all, each fuzzy deviation can be defuzzified by the 
selected method. In addition, a deviation fuzziness 
index can be calculated, which reflects the degree of 
blurriness of the fuzzy deviation [58].

In [42], a method for interpreting the risk level 
based on correspondence with the maximum pos-
sible value is proposed. Within the framework of 
an alternative approach, the correspondence coef-
ficients of each fuzzy deviation to the intervals into 
which the universal set is divided are calculated [18]. 
The distribution of the correspondence coefficients 
determines the qualitative risk assessment.

The correspondence coefficients are the relative 
areas of figures bounded by the membership func-
tion curve from above and a given alpha level from 
below. It is important to note that the choice of 
the alpha level (as well as the choice of satisfaction 
degrees) determines the decision maker’s tolerance 
to uncertainty: the lower the alpha, the greater the 
tolerance. A change in the decision maker’s toler-
ance to uncertainty can lead to a change in the quali-
tative risk assessments. Moreover, as will be shown 
below, these changes can be two-sided: for some 
indicators, with an increase in the alpha level, the 
risk assessments will increase, while for others, on 
the contrary, they will decrease. Taking into account 
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the decision maker’s tolerance to uncertainty is a 
significant advantage of the proposed method for 
assessing the risks of failure to achieve the goals for 
the OIC development.

2. Fuzzy model

Let a causal field of OIC development indicators be 
formed. Fuzzy values of “qualitative” indicators of the 
lowest level are defined. Fuzzification of crisp values 
of “quantitative” indicators is carried out. Fuzzy infer-
ence systems (or simplified procedures [59]) are speci-
fied, allowing us to obtain fuzzy values of OIC indi-
cators of all hierarchy levels. Target values are defined 
and current values of all indicators are calculated [52].

Let scenarios of possible changes in the internal and 
external environment be given, their fuzzy probabili-
ties be defined. A set of possible projects for the OIC 
development are formed, and their budgets are fuzzy. 
Changes in the current values of the indicators of the 
lowest level (and, through them, all indicators in the 
hierarchy) are determined as a result of the implemen-
tation of each project for each scenario [53].

Note that the values of all the OIC indicators (except 
for the lowest level of the hierarchy), scenario prob-
abilities, project budgets and changes in the indicators 
of the lowest level are Gaussian fuzzy numbers. The 
values of the indicators of the lowest level are trapezoi-
dal fuzzy numbers.

We are formulating a program for the OIC devel-
opment based on one of the proposed fuzzy optimiza-
tion models (which are fuzzy Boolean quadratic pro-
gramming problems) [53]. Let us recall that the models 
differ in their objective functions (maximization of 
specific utility or minimization of portfolio risk) and 
constraints (on the total budget of the development 
program, on the value of the program risk, or on the 
value of the expected specific utility). Let us also recall 
that the composition of the optimal project portfolio 
depends on the specified satisfaction degrees (on the 
objective function and constraints). For the selected 
optimal portfolio, we have expected fuzzy values of all 
OIC indicators.

We calculate the degree of failure to achieve the OIC 
target indicators as relative deviations of expected val-
ues from the target ones as follows:

                                   
,	 (1)

where

 is degree of non-achievement of the target value of 
the i-th OIC indicator;

  is target value of the i-th OIC indicator;

 is expected value of the i-th OIC indicator.

Note that in the general case, due to the fuzziness of 
the variables, 

                            .

It is important to note that if  >  (for the cho-
sen fuzzy set comparison method), there may still be 
risks of not achieving the target value of the i-th indi-
cator. In this case, we will calculate the fuzzy relative 
deviations of expected values from target values using 
the formula:

                               
.	 (2)

Let  > . Then  (ai, bi), where  is 
the support of the fuzzy set , ai is the infimum of the 
support of the fuzzy set 

                                       ,

bi is the supremum of the support of the fuzzy set 

                                              .

If  > , then ai should be taken as the infimum 
of the support of the fuzzy set 

                               ,

and bi should be taken as the supremum of the support 
of the fuzzy set 
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                                         .

Let’s consider bijections ,

                                  
.	 (3)

These mappings allow us to move from fuzzy devia-
tions  to fuzzy sets  whose supports are subsets of 
the interval (0;1).

We calculate the fuzziness indices of the sets  using 
a given method [60]. We denote them . We perform 
defuzzification of fuzzy sets  using one of the selected 
methods. The resulting crisp values are denoted by .

We divide the interval (0; 1) into h intervals (0; ),  
( ; ), ..., ( ;1) (these intervals may be equal, but in 
general this is not necessary).

We calculate the coefficients of correspondence 
of fuzzy sets  to these intervals ( ). We denote 
them  .

For α = 1,  is the measure of intersection of the 
core of the fuzzy set  and the interval ( ). As a 
defuzzification method for a single alpha level, it is 
reasonable to use the mean maximum method.

A qualitative assessment of the risk of failure to 
achieve the target value of the i-th OIC indicator occurs 
in a given linguistic scale based on the distribution of 
coefficients . If  > , then the higher 
the correspondence coefficients with smaller lower 
indices and the smaller the coefficients with larger 
lower indices, the lower the risk level, and vice versa. If 

 > , then the risk level is lower, the smaller the 
correspondence coefficients with smaller subscripts 
and the larger the coefficients with larger subscripts.

Also taken into account are  and . Note that the 
smaller , the more reliable the qualitative risk assess-
ments obtained, and vice versa.

In the future, a formalized procedure for determin-
ing a certain integral coefficient (as a function of vari-
ables  , ) may be proposed, on the basis 
of which the interpretation of the risk level will occur. 
However, the selection of such a function is compli-

cated by the non-monotony in the general case of the 
sequence  .

3. Approbation  
of the method

The method was tested on the example of a large 
regional university (Vladivostok State University, 
VVSU). Using the example of this university, some 
fuzzy models were previously tested which formed the 
basis of the method we developed [51–53]. 

The hierarchical system (causal field) of OIC devel-
opment indicators is shown in Fig. 2. “Qualitative” 
OIC indicators at the lowest-level of OIC hierarchy 
are highlighted in light gray, while “quantitative” OIC 
indicators are marked in dark gray.

The target values of the “quantitative” indicators 
were taken from the university’s strategy, and the cur-
rent values were taken from the management account-
ing system. The crisp current and target values have 
been fuzzified using the method proposed in [52]. 
Previously, the current values of the “quality” indica-
tors were also obtained in the form of Gaussian fuzzy 
numbers [52]. Their target values were determined in a 
similar way (Table 1).

Next, fuzzy target and current values of the OIC 
indicators of all higher levels of the hierarchy were 
calculated. For this purpose, among other things, the 
bases of fuzzy production rules for the lowest-level of 
the hierarchy were formed. The target and current val-
ues of the university’s intellectual capital indicators at 
all levels of the hierarchy, defuzzified using the center 
of gravity method, are presented in Table 2.

At the next step, a set of strategic measures (projects) 
was formed that contribute to the development of 
the intellectual capital of the university. The project 
budgets were expertly assessed in a given linguistic 
scale. Weighted average expert estimates of project 
budgets in the form of fuzzy Gaussian numbers are 
shown in Table 3.

Most of the projects (projects 1, 2, 3, 5, 8) are clearly 
aimed at increasing the human capital of the university. 
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The hierarchical system (causal field) of OIC devel-
opment indicators is shown in Fig. 2. “Qualitative” 
OIC indicators at the lowest-level of OIC hierarchy are 
highlighted in yellow, while “quantitative” OIC indi-
cators are marked in green.
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Fig. 2. The causal field of indicators of the university’s intellectual capital development.
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Table 1.
Current and target values of “qualitative” indicators  

of the university’s intellectual capital1

Indicator
Structural

component of  
the OIC

Cognitive
activity

Parameters of the approximating Gaussian

Current value Target value

µ σ µ σ

Effectiveness of using distance  
education technologies  
(IH13, IO214)

Human capital Education 3.1492 0.4778 5.5782 0.6227

Effectiveness of internship  
activity (IH14)

Human capital Education 1.3452 0.2555 2.7812 0.3451

Socio-psychological  
satisfaction (IH221, IO14)

Human capital,  
Organizational capital

Self-improvement,  
Involvement 7.4240 0.8361 8.1243 0.7362

Organizational culture  
formation (IH222)

Human capital Self-improvement 5.3308 0.5708 6.4687 0.6391

Level of scientific  
and scientific-production  
cooperation with partners  
(IO13, IO231, IR213)

Organizational capital, 
Relational capital

Involvement,  
Customeroriented  
rationalization, Innovation

3.1332 0.4081 5.2634 0.6132

Effectiveness of infrastructure  
use (IO222)

Organizational
capital

Involvement,  
Production rationalization 9.0226 0.7395 9.3461 0.6564

Degree of individualization  
of educational trajectories  
(IO213, IR122)

Organizational capital, 
Relational capital

Production rationalization,  
Customeroriented  
rationalization

1.3452 0.2555 2.6843 0.3154

Efficiency of networking  
with partners (IH15, IO232, IR123)

Organizational capital, 
Relational capital

Production rationalization,  
Customeroriented  
rationalization

3.1492 0.4778 5.5617 0.5996

Student satisfaction with the quality 
of education (IR131)

Relational capital Customeroriented  
rationalization 5.3308 0.5708 6.9453 0.6124

Brand management effectiveness 
(IR132)

Relational capital Customeroriented  
rationalization 7.3888 0.6720 8.2164 0.7985

Efficiency of public and business 
initiatives (IR112)

Relational capital Customeroriented  
rationalization 3.1492 0.4778 5.8041 0.6124

Level of support for student  
entrepreneurship activity (IR113)

Relational capital Customeroriented  
rationalization 3.1654 0.5360 5.7926 0.6309

Qualification of staff  
in the field of R&D (IR222)

Relational capital Innovation 5.3308 0.5708 7.8098 0.7068

1	 A fragment of this table was presented in one of the authors’ previous articles [52]. 
In this article, the last two columns have been added, which provide additionally 
calculated Gaussian parameters for the target values of the indicators.

Assessment of risks of failure to achieve target values of indicators for an organization’s intellectual capital based on a fuzzy model	 81



BUSINESS INFORMATICS        Vol. 19        No. 1        2025

At the same time, each of them also affects organizational 
capital, and almost all of them (except the fifth) affect 
relational capital (albeit to a lesser extent). Projects 4 
and 7 are primarily focused on increasing relational 
capital, while project 4 also partially affects human and 
organizational capital (due to the internal stakeholders 
of the university). Project 6 is primarily designed to 
ensure the growth of organizational capital, while it also 

significantly affects the relational capital and, to some 
extent, the human capital of the university. 

Next, three scenarios were considered, the fuzzy 
probabilities of which are approximated by Gaussians: 
µ = 0.2955, ϭ = 0.0318 (for the pessimistic scenario); 
µ = 0.5238, σ = 0.0497 (for the realistic scenario); 
µ = 0.1974, σ = 0.0226 (for the optimistic scenario).

Table 2.
Defuzzified target, current and expected values of target indicators  

of the university’s intellectual capital

Fuzzy variable Current value Target value Expected value

I 5.131 6.942 6.408

IH
5.226 6.933 6.441

IO
5.012 6.985 5.547

IR
4.612 6.502 5.862

IH1 2.829 5.218 4.426

IH2
5.515 7.145 7.085

IO1
5.459 6.878 7.464

IO2
5.012 7.035 5.547

IR1
4.612 6.502 5.862

IR2
4.852 7.150 7.938

IH21 4.099 6.517 5.635

IH22 6.660 7.659 8.772

IO21 2.829 5.205 4.454

IO22 7.189 8.214 7.189

IO23 3.939 6.775 4.452

IR11 5.000 7.047 6.463

IR12 2.829 5.440 3.452

IR13 5.341 6.591 6.773

IR21 2.885 5.623 3.672

IR22 5.415 8.393 9.141
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Table 3.
Projects for the development  

of the university’s intellectual capital [53]

Project  
number Project name

Project budget (parameters  
of the approximating Gaussian)

µ (million rubles) σ

1 Conducting training for educators in digital educational technologies, 
including MOOC creation technologies 12.24 1.71

2 Organization of educators’ internships at enterprises 5.18 0.82

3 Enhancement of the system of material and non-material rewards  
and incentives for personnel 20.93 2.32

4 Identification of requests from stakeholders (applicants, parents, 
 students, employers, teaching community) to the university 3.87 0.45

5 Organization of events (business, creative, sports, professional)  
aimed at team building 4.21 0.74

6 Development of the university’s infrastructure component 18.36 2.17

7 Conducting socially oriented and socially significant activities  
based on the university 6.53 0.98

8 Comprehensive support for the development of scientific activities  
at the university 20.34 3.19

Within the framework of the scenarios, changes in 
the lowest-level OIC indicators are determined as a 
result of the implementation of each project. Weighted 
average expert responses in the form of Gaussian fuzzy 
numbers are partially shown in Table 4. The first pro-
ject is missing from the table, since its implementation 
leads to changes in the values of only those indicators 
that other projects do not significantly affect.

The formation of the OIC development program 
was carried out according to the criterion of the mini-
mum risk of the program with restrictions on the pro-
gram budget (70 million rubles) and the value of the 
expected specific utility (0.6) with satisfaction degree 
of 0.9. The program includes projects with numbers: 1, 
2, 3, 4, 8. The expected specific utility of the portfolio 

is 0.64; the expected budget of the portfolio is 62.56 
million rubles.

The calculated expected fuzzy changes in all indi-
cators of OIC development as a result of the imple-
mentation of the optimal portfolio allowed us to obtain 
the expected fuzzy values of OIC development indica-
tors at all levels of the hierarchy (their values defuzzi-
fied by the centroid method are shown in Table 2). For four 
indicators (IO1, IR2, IH22, IR13), the centers of gravity of fuzzy 
expected values ​​exceeded the centers of gravity of fuzzy tar-
get values, which, as noted above, does not exclude the risks 
of failure to achieve the target values of the indicators.

Then, using formula (1), fuzzy values of relative 
deviations of expected values from the target values 
(fuzzy degrees of non-achievement) were calculated.
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Next, the functions were selected, allowing for the 
transition from fuzzy deviations to fuzzy normalized 
deviations (formula (2)), for which the Yager indi-
ces of fuzziness with linear Hamming metric [61] 
(IOF), centers of gravity (COG) and means of maxima 
(MOM) were calculated.

The interval (0; 1) was divided into five equal inter-
vals (0; 0.2), (0.2; 0.4), …,  (0.8; 1), for which the coef-
ficients of deviation correspondence were calculated 
(at alpha levels of 0; 0.5 and 1).

Let us give an example of the corresponding calcu-
lations for the IO2 indicator, which characterizes the 
cognitive activity “Production rationalization”.

The fuzzy normalized deviation of the expected 
value of the IO2 indicator from its target value is shown 
in Fig. 3. The fuzziness index of this fuzzy set is 0.269; 
center of gravity is 0.493; means of maxima is 0.647.

Table 5 shows the values of the coefficients of cor-
respondence of the fuzzy set to the specified five 
intervals for different alpha levels.

Table  4.
Fuzzy changes in the lowest-level indicators  

of the university’s intellectual capital development  
as a result of project implementation within scenarios (fragment)

IH211

IH221  
(IO14)

IO11 IR111 IR113 IR131 IR132 IR221 IR222

2      
(0.241; 0.020)
(0.139; 0.044)
(0.078; 0.022)

 
(0.238; 0.022)
(0.132; 0.019)
(0.086; 0.011)

 
(0.152; 0.011)
(0.106; 0.046)
(0.048; 0.023)

(0.122; 0.011)
(0.92; 0.046)
(0.037; 0.023)

3
(0.150; 0.023)
(0.090; 0.019)
(0.035; 0.008)

(0.218; 0.013)
(0.152; 0.030)
(0.097; 0.011)

(0.225; 0.043)
(0.220; 0.012)
(0.153; 0.042)

       
(0.221; 0.048)
(0.139; 0.014)
(0.053; 0.024)

4  
(0.156; 0.016)
(0.124; 0.013)
(0.089; 0.009)

 
(0.231; 0.047)
(0.210; 0.043)
(0.121; 0.049)

(0.102; 0.046)
(0.025; 0.043)
(0.014; 0.021)

(0.153; 0.040)
(0.075; 0.016)
(0.028; 0.043)

(0.134; 0.040)
(0.068; 0.044)
(0.032; 0.012)

(0.148; 0.011)
(0.102; 0.046)
(0.051; 0.023)

5  
(0.241; 0.018)
(0.141; 0.019)
(0.081; 0.014)

(0.042; 0.013)
(0.023; 0.006)
(0.021; 0.005)

       

6  
(0.148; 0.015)
(0.118; 0.012)
(0.076; 0.008) 

     
(0.147; 0.038)
(0.091; 0.015)
(0.059; 0.007)

7      
(0.136; 0.018)
(0.087; 0.009)
(0.048; 0.007)

(0.049; 0.037)
(0.025; 0.023)
(0.016; 0.006)

 
(0.227; 0.015)
(0.210; 0.023)
(0.149; 0.011)

8
(0.205; 0.027)
(0.131; 0.031)
(0.073; 0.012)

 
(0.189; 0.016)
(0.154; 0.030)
(0.097; 0.029)

     
(0.226; 0.049)
(0.204; 0.037)
(0.117; 0.012)

(0.233; 0.049)
(0.224; 0.037)
(0.146; 0.012)

Project 
numbers

OIC
indicators
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We present in Table 6 the calculated coefficients 
for all indicators and the qualitative interpretations 
of the risk levels of failure to achieve the target indi-
cators for the development of the university’s intel-
lectual capital obtained on their basis (on the lin-
guistic scale {Very Low (VL); Low (L); Medium (M); 
High (H); Very High (VH)}). 

It is easy to see that the resulting qualitative inter-
pretations of risk levels may depend significantly on 
the chosen alpha level. Thus, for the integral indica-
tor of human capital IH, the assessment of the risk 
of failure to achieve its target value changes from 
“Low” (at α = 0) to “Medium” (at α = 0.5) and, fur-
ther, to “High” (at α = 1). For the integral indica-
tor of organizational capital IO, the assessment of the 
risk of failure to achieve its target value, on the con-
trary, decreases from “Medium” to “Low” with an 
increase in alpha. For the IH2 and IO2 indicators cor-
responding to the cognitive activities “Self-improve-
ment” and “Production rationalization”, with an 
increase in alpha, the risk assessment increases from 
“Medium” to “High” (for the IO2 indicator, this is 

Fig. 3. Fuzzy normalized deviation  
of the I

O2 expected value from target value.

Table 5.
Risk assessments of failure to achieve the target value of the IO2 indicator

 Alpha level
Interval matching coefficients Interpretation 

of the risk level
0–0.2 0.2–0.4 0.4–0.6 0.6–0.8 0.8–1

0 0.35 0.72 0.81 0.85 0.24 Medium

0.1 0.31 0.69 0.79 0.84 0.20 Medium

0.2 0.27 0.65 0.76 0.72 0.16 Medium

0.3 0.22 0.61 0.73 0.79 0.12 Medium

0.4 0.18 0.54 0.69 0.76 0.08 Medium

0.5 0.13 0.45 0.63 0.71 0.04 Medium

0.6 0.07 0.32 0.54 0.64 0 Medium

0.7 0 0.15 0.40 0.57 0 High

0.8 0 0.04 0.21 0.56 0 High

0.9 0 0 0.06 0.51 0 High

1 0 0 0 0.47 0 High

even more clearly demonstrated by the results pre-
sented in Table 5). Here, it is worth noting the low 
fuzziness index of the , which indicates the reli-
ability of the risk estimates for IH2. At the same time, 
the risk assessment for the IO21 indicator, which char-
acterizes the “Digital aspect” of “Production ration-
alization”, changes from “Low” to “Medium”.
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Table 6.
Risk assessments of failure to achieve the target indicators  

of the university’s intellectual capital

Fuzzy 
variable

Normalized degree  
of non-achievement

Interval matching coefficients 
(α = 0/ α = 0.5/ α = 1)

Interpretation
of the risk level 

(α = 0/  
α = 0.5/ α = 1)IOF COG MOM 0–0.2 0.2–0.4 0.4–0.6 0.6–0.8 0.8–1

I 0.331 0.464 0.456 0.19 / 0 / 0 0.81 / 0.65 / 0.06 0.95 / 0.92 / 0.64 0.62 / 0.34 / 0 0.08 / 0 / 0 M / M / M

IH
0.275 0.462 0.598 0.39 / 0 / 0 0.71 / 0.54 / 0 0.81 / 0.67 / 0.21 0.57 / 0.42 / 0.21 0.07 / 0 / 0 L / M / H

IO
0.362 0.489 0.332 0.13 / 0 / 0 0.85 / 0.71 / 0.70 0.92 / 0.89 / 0.20 0.76 / 0.55 / 0 0.10 / 0 / 0 M / M / L

IR
0.263 0.464 0.450 0.18 / 0 / 0 0.64 / 0.36 / 0 0.88 / 0.78 / 0.36 0.46 / 0.11 / 0 0.07 / 0 / 0 M / M / M

IH1
0.311 0.428 0.424 0.15 / 0 / 0 0.79 / 0.64 / 0.29 0.85 / 0.77 / 0.52 0.32 / 0.03 / 0 0.00 / 0 / 0 M / M / M

IH2
0.148 0.491 0.613 0.23 / 0 / 0 0.53 / 0.09 / 0 0.56 / 0.12 / 0 0.59 / 0.31 / 0.12 0.05 / 0 / 0 M / H / H

IO1
0.313 0.639 0.634 0 / 0 / 0 0.39 / 0.02 / 0 0.88 / 0.85 / 0.73 0.97 / 0.97 / 1 0.74 / 0.33 / 0.12 L / L / L

IO2
0.269 0.493 0.647 0.35 / 0.13 / 0 0.72 / 0.45/ 0 0.81 / 0.63 / 0 0.85 / 0.71 / 0.47 0.24 / 0.04 / 0 M / M / H

IR1
0.263 0.464 0.450 0.18 / 0 / 0 0.64 / 0.36 / 0 0.88 / 0.78 / 0.36 0.46 / 0.11 / 0 0.07 / 0 / 0 M / M / M

IR2
0.206 0.611 0.604 0.03 / 0 / 0 0.37 / 0 / 0 0.65 / 0.37 / 0.36 0.72 / 0.31 / 0.46 0.57 / 0 / 0 L / L / L

IH21
0.360 0.457 0.450 0.28 / 0.07 / 0 0.77 / 0.59 / 0.29 0.93 / 0.91 / 0.79 0.61 / 0.28 / 0 0.05 / 0 / 0 M / M / M

IH22
0.263 0.530 0.638 0.02 / 0 / 0 0.25 / 0 / 0 0.36 / 0.08 / 0 0.64 / 0.44 / 0.23 0.53 / 0 / 0 L / L / L

IO21
0.312 0.423 0.471 0.21 / 0 / 0 0.83 / 0.70 / 0 0.85 / 0.74 / 0.61 0.27 / 0.02 / 0 0 / 0 / 0 L / L / M

IO22
0.306 0.379 0.375 0.14 / 0 / 0 0.78 / 0.67 / 0.67 0.62 / 0.38 / 0.38 0.07 / 0 / 0 0 / 0 / 0 L / L / L

IO23
0.233 0.518 0.500 0.05 / 0 / 0 0.56 / 0.18 / 0 0.89 / 0.85 / 0.56 0.60 / 0.22 / 0 0.13 / 0 / 0 M / M / M

IR11
0.321 0.403 0.397 0.19 / 0 / 0 0.86 / 0.76 / 0.51 0.80 / 0.71 / 0.45 0.23 / 0 / 0 0 / 0 / 0 L / L / L

IR12
0.312 0.497 0.457 0.04 / 0 / 0 0.59 / 0.34 / 0.12 0.92 / 0.92 / 0.68 0.51 / 0.18 / 0 0.06 / 0 / 0 M / M / M

IR13
0.374 0.564 0.562 0.03 / 0 / 0 0.08 / 0 / 0.4 0.71 / 0.52 / 0.37 0.34 / 0.09 / 0 0.05 / 0 / 0 L / M / M

IR21
0.373 0.511 0.494 0.02 / 0 / 0 0.70 / 0.52 / 0.31 0.94 / 0.94 / 0.94 0.77 / 0.61 / 0.31 0.09 / 0 / 0 M / M / M

IR22
0.277 0.333 0.342 0.34 / 0.01 / 0 0.89 / 0.82 / 0.57 0.54 / 0.25 / 0 0.08 / 0 / 0 0 / 0 / 0 L / L / L
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Let us pay special attention to the indicators for 
which the center of gravity of the expected value 
exceeds the centroid of the target value (IO1, IR2, IH22, 
IR13). For all these indicators, at zero alpha, the risk 
of not achieving the target value is “Low,” as well as 
for the other alphas (excluding only IR13, for which, 
with an increase in alpha, the risk assessment reaches 
the value “Medium”). In no case did the risk assess-
ment reach the value of “Very Low,” which is appar-
ently due to the fact that the excess of expected val-
ues over target values (by centers of gravity) was not 
very significant. Moreover, for the IR13 indicator, this 
excess turned out to be the smallest, which is why 
the risk assessment of not achieving its target value 
reached the “Medium” value.

4. Discussion

Analysis of the results obtained shows the following.

1. The developed method for assessing the risks of 
failure to achieve target indicators in the sphere of 
development of the intellectual capital contributes to 
the instrumental components of the methodology for 
managing the formation and development of intel-
lectual capital, the theory of economic risk manage-
ment, as well as PPRM (project portfolio risk manage-
ment) as an independent area of ​​research. Testing the 
method on the example of a specific organization (a 
large regional university) demonstrates the possibility 
of its practical application.

2. The proposed method is fuzzy. Its use does not 
require the availability of historical data and probabil-
istic forecasts and is therefore promising for the study 
of ill structured phenomena and processes (namely, 
the processes of formation and development of intel-
lectual capital in the digital economy) in the context of 
a significant increase in the speed and unpredictability 
of changes in the external environment.

3. The fuzziness of the method makes it possible 
to take into account the decision maker’s tolerance to 
uncertainty. This possibility is realized: at the stage of 
formation of the causal field of OIC indicators (when 
choosing fuzzy “cut-off boundaries” of explicit and 
implicit factors and methods of defasification); at the 

stage of evaluating current and determining target 
values of indicators (when choosing fuzzy inference 
systems (bases of fuzzy production rules and fuzzy 
inference algorithms)); at the stage of forming a OIC 
development program (when setting limits on risk and 
choosing satisfaction degrees); at the stage of quanti-
tative assessment and qualitative interpretation of the 
risk level of failure to achieve the targets for the OIC 
development (when calculating the coefficients of 
correspondence of normalized deviations of expected 
values of indicators from the targets (namely, choos-
ing the alpha level), as well as the possible setting of 
the formula for calculating the integral risk level). 
Differences in decision makers’ tolerance for uncer-
tainty lead to differences in assessments of the risks of 
failure to achieve target indicators.

4. The use of trapezoidal fuzzy numbers as mem-
bership functions of linguistic scale values ensures 
simplicity and transparency when conducting expert 
surveys. In turn, a further transition to Gaussian fuzzy 
numbers (and, further, arbitrary fuzzy numbers) allows 
us to level out the shortcomings that arise when using 
trapezoidal fuzzy numbers (in particular, when reduc-
ing fuzzy optimization problems to crisp Boolean 
quadratic programming problems).

5. The developed method is universal in the sense of 
possible applicability to various types of organizations 
of different industry affiliations (all stages of the basic 
scheme of the method will be standard). At the same 
time, the specifics of a particular organization will be 
manifested: in the causal field of OIC development 
indicators (a set of indicators of the two lower levels 
of the hierarchy); ways to assess current and determine 
target values of indicators; approaches to the formation 
of the OIC development program.

6. The success of the practical use of the method for 
a particular organization depends not so much on its 
type and industry affiliation as on the fulfillment of the 
following requirements. First of all, it is the presence 
of a formalized organization’s strategy, in which stra-
tegic goals related to the OIC development are embed-
ded in the hierarchical system of all strategic goals of 
the organization. In this case, the resulting indicators 
of strategic goals must be established. The organiza-
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tion’s management accounting system must include 
the ability to obtain quantitative values of the neces-
sary indicators. Calculating the values of fuzzy varia-
bles requires appropriate software adapted to the given 
organization.

7. The method is also universal in the sense of its 
possible applicability to assessing the risks of not 
achieving the target values of various hierarchical indi-
cator systems with a large number of implicit factors 
and “qualitative” indicators.

Conclusion

A method for assessing the risks of failure to achieve 
the OIC target indicators has been developed. The pro-
posed method is based on the following fuzzy models: 
a fuzzy model for forming a causal field of OIC devel-
opment indicators in conjunction with the organiza-
tion’s strategy and types of cognitive activity; a fuzzy 
model for assessing ICO indicators of all hierarchical 
levels; fuzzy models for optimizing the portfolio of 
ICO development projects taking into account risks.

The proposed method has the following distinctive 
features. The OIC indicator system is a multi-level 
hierarchical system with possible cycles. One of the 
levels of this system is formed by indicators reflect-
ing the organization’s ability to perform various types 
of cognitive activity linked to the main components 
of the OIC. At the lowest level of the hierarchy there 
are explicit and implicit factors of OIC development, 
the process of identifying which is quite flexible. 
When determining the current and target values of the 
OIC indicators, an original method of assessing the 

“qualitative” indicators and integral indicators of the 
OIC of all hierarchical levels is used, which allows us, 
among other things, to obtain numerical estimates of 
the spread (blurriness) of the calculated values of the 
indicators. When forming a OIC development pro-
gram, it is possible to choose various fuzzy optimiza-
tion models in which risk is taken into account either 
in the objective function or in fuzzy constraints. The 
scenario approach to modeling changes in internal 
and external conditions, which underlies fuzzy mod-
els for selecting the optimal portfolio of projects for 
the OIC development, allows us to obtain expected 
values of the OIC indicators at all levels of the hier-
archy. The proposed method for obtaining additional 
information when calculating fuzzy deviations of 
expected values of indicators from target ones allows 
us to increase the accuracy of the qualitative inter-
pretation of the level of risks of failure to achieve the 
organization’s goals for the development of intellec-
tual capital.

Another significant advantage of the proposed 
method is the ability to take into account the decision 
maker’s tolerance to uncertainty. This opportunity is 
realized in the formation of a causal field of OIC indi-
cators, in optimizing the portfolio of OIC development 
projects and, most importantly, in interpreting the risk 
levels of failure to achieve OIC development goals.
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Introduction

One of the current problems of real estate val-
uation, especially in cadastral valuation, is 
the problem of splitting the estimated value 

of a single real estate object1 (SREO) into shares of 
the value of the land plot (LP) and improvements on 
it (buildings, structures, etc.). A detailed description of 
appraisal practice situations that require such a divi-
sion is given in [1].

In [1], as one of the possible methods for such split-
ting, a method based on Shapley value is proposed. It 
should be noted that the application of the Shepley 
value in machine learning has received quite a lot of 
attention by researchers in various applied fields (see, 
for example, [2–7]). Including for estimating the fac-
tors’ degree of influence in a linear regression model 
[8–9]. Article [10] is devoted to the application of a 
multiple linear regression model and Shepley value in 
the study of the relationship between land and build-
ings. Article [10] based on market dataset from the city 
of Montreal.

The present paper considers an approach to solving 
the problem of splitting the estimated value of SREO 
arising from the ideology of applying the Shapley 
value. In this case, the target variable is the estimated 
value of the SREO, and the pricing factors2 are the area 
of land and the area of improvements on it (buildings 
and structures).

1	  A single real estate object is an object which includes a land plot and buildings located on it.

2	  A linear regression model may involve more factors. This article considers two of these factors,  
since the problem is to split the value of SREO only between these two factors.

1. Problem statement

Let’s introduce the following notations:

V is the offer (or transaction) price for the SREO;

SB is the area of improvements within the SREO;

SP is the area of the land plot within the SREO.

Suppose, that there are n observations in the form 
of three-dimensional vectors (Vi, SPi, SBi), i =  and 
it was possible to construct some estimated functional 
dependence Y = f(sp, sb), in some sense best reflect-
ing the relationship between the target variable and 
factors (by Y we will understand the estimation of the 
SREO value, by sp, sb – fixed values of the area of land 
and improvements, respectively). We will consider the 
estimation by the formula Y = f(sp, sb) as a result of 
the cumulative influence of factors SP, SB at the fix 
values SP = sp, SB = sb, and functions Y1 = f1(sp) and  
Y2 = f2(sb) – as a result of estimates for each of the fac-
tors separately, on the same initial data as Y = f(sp, sb).

It is required to create a model of the dependence of 
the total value of the object and to distribute the value 
between the land plot and improvements, applying 
some fairness criterion.

2. Solution method  
(construction of the Shepley value)

In our case, only two factors are considered. The 
area of the LP and the area of improvements. In terms 
of game theory, it is the simplest cooperative game with 
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property value splitting

Citation: Laskin M.B. (2025) The method for the land plot value appraisal as part of the single real estate object, based 
on game theory approach. Business Informatics, vol. 19, no. 1, pp. 93–107. DOI: 10.17323/2587-814X.2025.1.93.107



BUSINESS INFORMATICS        Vol. 19         No. 1         2025

two participants (for game theory see, for example, 
[11, 12]). The Shepley value in this case represents 
some optimal value distribution, where the contri-
bution of LPs and improvements to the total value is 
equal to the average contribution of all possible “coali-
tions.” There are only two possible coalitions (sp, sb) 
and (sb, sp). Let us construct a table of the values of the 
“win function,” the calculation of the Shepley value 
and the shares to be assigned to the value of LP and 
improvements (Table 1).

Table 1.
Calculation of the share  

of the land component and the share  
of buildings in the SREO valuation  

using the Shepley value

Coalitions / factors sp sb

(sp, sb) Y1 Y  ̶̶  Y1

(sb, sp) Y  ̶̶  Y2 Y2

Mean by coalitions 
(Shepley value)

                        

LP shares/building 
shares  

In order to transfer the game approach to the prob-
lem of splitting the estimated value of SREO, the fol-
lowing conditions must be fulfilled:

1. Efficiency.

2. Additivity across coalitions.

3. Symmetry. 

4. Factors that do not affect the outcome do not  
participate in the model (in game terminology, the 
“dummy axiom”).

3	  It should be noted that free (or conditionally free) land and land within the SREO  
are different types of real estate. For free (conditionally free) land it is assumed that  
there is a turnover in the real estate market. There is no turnover of land plots within  
the SREO as separate plots.

We consider the SREO valuation, i.e., the facil-
ity has a non-zero building area and a non-zero land 
area. Hence,Y1 > 0, Y2 > 0. The inequalities Y > Y1,  
Y > Y2 ensure the fulfilment of the efficiency and addi-
tivity conditions (on coalitions). The fulfilment of the 
third and fourth conditions is ensured by the problem 
conditions: there are no identical factors in the train-
ing model; there are no factors that do not influence 
the result.

The fulfilment of conditions Y1 > 0, Y2 > 0, Y > Y1, 
Y > Y2 ensures the existence of the kernel, hence the 
existence of the sharing and the existence of the Shep-
ley value as the only fair sharing.

Failure to fulfil the condition Y > Y1 (Y ≤ Y1) means 
that the evaluation of SREO only on the first factor 
“area of LP” gives a value not less than the evaluation 
on two factors. In this case, the improvements in the 
SREO have negative or zero value.

Failure to fulfil the condition Y > Y2 (Y ≤ Y2) (means 
that the assessment of SREO only by the second factor 
“area of improvements” gives a value not less than the 
assessment by two factors. In this case, the LP within 
the SREO3 has a negative or zero value.

The calculation of the share of the value of land and 
improvements within the SREO shown in Table 1 is 
independent of the model used to estimate the value of 
the SREO. However, the choice of model may depend 
on how the market data are organized. In game theory 
terms, this means that a separate part of the study is the 
selection of the characteristic function, i.e. the func-
tion that forms the winning rule.

3. Construction  
of the characteristic function

It should be noted that the choice of the character-
istic function significantly affects the result of calcula-
tions. In some cases, it is possible to obtain a model of 
the form
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                            V = a + b ∙ sp + c ∙ sb	 (1)

with satisfactory quality indicators.

In this case, we look for Y1 and Y2 in the form  
Y1 = a1 + b1 ∙ sp and Y2 = a2 + c2 ∙ sb.

The share on LP is equal to

         , 

the share on improvements is

              .

A formalized representation in the form of a game. 
Suppose that two people play the following game: the 
first player chooses the value of sp and gets the pay-
off Y1, the second chooses the value of sb and gets the 
payoff Y2; if they join in a coalition, they get the payoff  
Y = V for two. Conditions for the existence of ‘sharing’ 
Y1 > 0, Y2 > 0, Y > Y1, Y > Y2, depend on the signs of 
the coefficients of the linear regression models. How 
to distribute the gain, if it exists, between the players 
(in our subject area between the LP and the improve-
ments)?

In real estate valuation problems, a model of the 
form (1) is often inapplicable due to asymmetric distri-
butions of the values V, sp, sb. This means asymmetric 
errors distribution of the linear regression model. It was 
shown in [13], that the price distributions formed by 
successive comparisons converge to a log-normal dis-
tribution. The same fact was pointed out by the authors 
[14, 15]. The areas of improvements often follow the 
same distribution (see, for example, [16]). The same 
tendency is also observed for the area of land plots. It 
should be noted that for land plots the distribution of 
areas in separate market sectors may not be confirmed 
by statistical tests due to a large number of compari-
son objects of the same area (e.g., suburban typical 
residential settlements formed in the Soviet period). 

4	  In any case, it is often found that asymmetrically distributed prices allow one to proceed  
to construct a linear model in logarithms for which the conditions of the Gauss-Markov  
theorem are satisfied.

Assuming that the values V, sp, sb are jointly distrib-
uted log-normally4, the linear model can be considered 
in the form:

                  ln(V) = a + b ∙ ln(sp) + c ∙ ln(sb),	 (2)

and the general model of the problem in the form:

                              V = e a ∙ sp b ∙ sb c.	 (3)

In this case, we look for Y1 and Y2 in the form

ln(Y
1
) = a

1
 + b

1
∙ ln(sp) and ln(Y

2
) = a

2
 + c

2
∙ ln(sb)	 (4)

and we obtain

            
The share on the LP is equal to

              ,	

the share on improvements is equal to

              .	 (5)

The conditions for the existence of “sharing” 
Y1 > 0, Y2 > 0 are fulfilled, for the conditions Y > Y1,  
Y > Y2 to be fulfilled, the inequalities depending on 
models (3) and (4) must be fulfilled

    and ,

which on the plane (sp, sb) give the region bounded 
by the conditions

                 and  .	 (6)

As will be shown below, there can also be combined 
models. The data can be arranged in such a way that 
different types of models are constructed for the values 
Y, Y1, Y2. In any case, the principle of constructing the 
Shepley value (Table 1) will not change.
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When estimating the market value of shares of land 
and improvements within the SREO, it may well turn 
out that either vacant land or a house on it may be val-
ued more highly than the SREO. Such situations are 
well interpreted: in the first case the building deterio-
rates the land compared to the free (conditionally free) 
land; in the second case the improvements are valued 
so expensively that the land (as part of the SREO) is 
worthless or has a negative value compared to them. 
In cadastral valuation, such interpretation is impos-
sible – the cadastral appraiser is, in any case, obliged 
to assign some positive cadastral value to both the 
land and the improvements. At the same time, cadas-
tral valuation performed by mass valuation methods 
should be carried out as market valuation [17].

For the purposes of cadastral valuation, we modify 
the values , as follows

              ,

                  .	 (7)

This choice of Y1, Y2, will result in positive cadastral 
values for both land and improvements.

4. Concept of information support  
of cadastral offices  

in calculating cadastral values  
of land and buildings included  

in single real estate objects

The approach proposed above is easily implemented 
in such environments as Python, statistical package R. 
Their advantage is openness and accessibility to any 
user. Any appraiser (researcher) interested in applying 
modern methods of working with large volumes of data 
can independently master the necessary set of skills to 
obtain high-quality analytical results. Cadastral offices 
have their own databases with which the results of 
apprising can be easily interfaced, as all of them can be 
downloaded from specialized packages in required for-
mats (as a rule, files with .csv extension). The practical 

Fig. 1. Block diagram of the programmed code  
for calculating the shares of values of land  

and buildings included in the SREO.

implementation of the method proposed above can be 
represented by the flowchart shown in Fig. 1.

Fig. 1. Block diagram of the programmed code for 
calculating the shares of values of land and buildings 
included in the SREO.
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A simple program code in an environment such as 
the R statistical package allows not only to calculate 
the cost shares for a specific object, but also to create 
tables (even reference tables, subject to careful selec-
tion of data by time and location) and link the results 
to cadastral databases.

Let us consider an example using data from the arti-
cle [1] and provided by its authors (sources of primary 

data sites krasnodar.cian.ru, avito.ru). The total num-
ber of observations (objects of comparison) in the arti-
cle [1] is 49, of which 39 objects are SREO, the remain-
ing 10 are vacant land plots. The region is Krasnodar, 
and the type of permitted use is individual residential 
construction. The data are presented in Table 2. The 
calculations were performed in the statistical package 
R (readers, who are not familiar with R, can be recom-
mended books [18, 19]).

Table 2. 
Data on areas of land, buildings and prices of comparison objects

№
Land area,  

sq. m
Building area,  

sq. m
Price,  

million rubles
№

Land area,  
sq. m

Building area,  
sq. m

Price,  
million rubles

1 650.0 80.0 18.6 26 600.0 300.0 47.0

2 500.0 242.0 30.0 27 215.0 0.0 4.0

3 1120.0 720.0 78.0 28 700.0 145.0 16.0

4 580.0 300.0 65.0 29 280.0 97.1 12.5

5 120.0 62.8 6.5 30 600.0 36.0 10.0

6 580.0 49.0 3.1 31 520.0 0.0 12.0

7 800.0 370.0 125.0 32 420.0 50.0 8.8

8 500.0 0.0 15.0 33 450.0 84.0 6.3

9 215.0 123.6 7.0 34 220.0 150.0 12.0

10 640.0 260.0 16.0 35 500.0 84.0 3.9

11 383.0 43.0 9.9 36 450.0 100.0 18.5

12 600.0 50.0 7.8 37 900.0 0.0 35.0

13 616.0 149.0 18.0 38 200.0 160.0 12.0

14 707.0 0.0 8.0 39 314.0 66.3 11.0

15 400.0 90.0 10.0 40 454.0 90.0 9.5

16 300.0 90.0 6.4 41 850.0 0.0 25.0

17 600.0 160.0 19.3 42 300.0 88.0 7.8

18 2330.0 0.0 90.0 43 100.0 50.0 2.5

19 360.0 270.0 25.4 44 490.0 91.0 15.0

20 450.0 85.7 10.5 45 400.0 0.0 14.0

21 350.0 150.0 6.3 46 500.0 0.0 10.0

22 613.0 0.0 23.0 47 400.0 108.0 4.6

23 200.0 56.3 7.5 48 460.0 120.0 17.0

24 700.0 350.0 47.0 49 150.0 44.0 3.0

25 860.0 106.8 6.5        
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First of all, it should be noted that vacant (condi-
tionally vacant) land and land within the SREO are 
different types of real estate. For the first case, there 
is a market where free land is traded. For the second 
case, there is no market, the land within the SREO is 
not sold separately from the buildings and structures 
located on them; they can be sold only in conjunc-
tion with improvements. To build a general model  
Y = f (sp, sb) we use data on 39 objects of SREO. To 

build the model Y1 = f1(sp) we use data on vacant land; 
to build the model Y2 = f2 (sb) we use data on SREO as 
they have improvements.

The linear regression model on the two factors does 
not give a satisfactory model (Table 3). There is a clear 
asymmetry of errors and two factors of the model have 
unsatisfactory t-criterion values. 

In contrast, the linear regression model built for log-
arithms of variables gives acceptable results (Table 4).

Table 3.
Results obtained using the library function lm() of the statistical package R  

for the linear regression model of the form (1)

Model:  V = a + b ∙ sp + c ∙ sb

Residuals: min 1 Q median 3 Q max

  –26.59 –4.96 –1.15 3.91 71.34

Coefficients Estimate Standard error t-test statistic p-value t-test  

a –7.191 5.677 –1.267 0.213 <0.05

b 0.015 0.014 1.075 0.289 <0.05

c 0.132 0.023 5.609 0 <0.05

RSE 14.67  

R2 0.646 Adjusted R2 0.626  
 
 F-test statistic 32.81 p-value F-test 0

Table 4.
Results obtained using the library function lm() of the statistical package R  

for the model in logarithms of the form (2)

Model:  ln(V) = a + b ∙ ln( sp) + c ∙ ln(sb) 

Residuals: min 1 Q median 3 Q max

  –0.969 –0.237 0.007 0.351 0.351

Coefficients Estimate Standard error t-test statistic p-value t-test  

a –4.181 0.921 –4.538 0 <0.05

b 0.425 0.170 2.500 0.017 <0.05

c 0.874 0.132 6.641 0 <0.05

RSE 0.5  

R2 0.7 Adjusted R2 0.682  
 
 F-test statistic 41.83 p-value F-test 0
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For the studied real estate sector, we obtained a 
model (characteristic function) of the form:

            .	 (8)

Substituting the fixed values of sp and sb into for-
mula (8) we obtain an estimate of the cost of the SREO.

To build the model by area of the SREO only, we 
select 10 free SREOs from the original data set. For 
this set we manage to build a satisfactory linear regres-

sion model (Table 5).

We obtain
a1 = –7.5822, b1 = – 0.0413, 
Y1 = – 7.5822 + 0.0413 ∙ sp.

In order to build a model by improvement area only, 
we use only those properties that have buildings (there 
are 39 of them). For this set we can build a satisfactory 
regression model only for logarithms (Table 6).

Table 5.
Results obtained using the library function lm() of the statistical package R  

for a univariate linear regression model of the form (4)

Model: V = a1 + b1 ∙ sp 

Residuals: min 1 Q median 3 Q max

  –13.642 –2.393 1.343 4.49 5.38

Coefficients Estimate Standard error t-test statistic p-value t-test  

a1 –7.582 3.243 –2.338 0.047 <0.05

b1 0.041 0.003 11.867 0 <0.05

RSE 6.117  

R2 0.947 Adjusted R2 0.941  
 
 F-test statistic 143.2 p-value F-test 0

Table 6.
Results obtained using the library function lm() of the statistical package R  

for the univariate model in logarithms of the form (4)

Model: ln(V) = a2+  c2 ∙ ln(sb) 

Residuals: min 1 Q median 3 Q max

  –0.957 –0.398 0.029 0.362 1.104

Coefficients Estimate Standard error t-test statistic p-value t-test  

a2 –2.344 0.594 –3.945 0 <0.05

с2 1.026 0.125 8.233 0 <0.05

RSE 0.532  

R2 0.647 Adjusted R2 0.637  
 
 F-test statistic 67.78 p-value F-test 0
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or in rubles 35.833 ∙ 27% ≈ 9.675 (million rubles) for 
the land and 35.833 ∙ 73% ≈ 26.158 (million rubles) for 
the improvements.

Thus, the total appraised value of the SREO with 
a land plot of 600 square meters and a house on it 
with an area of 300 square meters is RUR 35.833 mil-
lion, of which RUR 9.675 million should be attributed 
to the value of the land plot and RUR 26.158 million 
to the value of the house. The shares to be allocated 
to the land and improvements for any values of sb, sp 
can be calculated in a similar way. Table 2 shows the 
calculated shares of the value of the land within the 
SREO at different sb, sp. values. The improvement 
shares are the difference between 100% and the values 
in Table 7.

In Table 7, the blank fields correspond to two cases:

	♦ the value of improvements dominates the value of LP 
to such an extent that the LP within the SREO has 
an estimated negative value (bottom left corner of the 
table);

	♦ the value of the LP dominates the value of the 
improvements to such an extent that the improve-
ments reduce the value of the LP within the SREO 
compared to the value of the free LP (upper right cor-
ner of the table).

5. Additional model justification  
and area of factor variation

The model of joint influence of factors on the value 
of the SREO of the form V = e a ∙ sp b ∙ sb c was con-
structed as a multiple linear regression model in loga-
rithms. To construct it, it was sufficient to logarithm 
the factors and the target variable and fit the regression 
equation. Overall, the model has satisfactory statistical 
performance (Table 4), but has a standard deviation of  
RSE = 0.4979, indicating a noticeable scatter in the 
observations (Vi, SPi, SBi), i = . Checking the loga-
rithms of the observations  for joint normality can pro-
vide further argument in favor of this model (on joint 
normality see, for example, [20]). Table 8 shows the 
result of the Mardia test (MVN library of the R statisti-
cal package).Fig. 2. Scattering diagram of the observed pairs (SP

i
, SB

i
), i = 1,n.

We obtain
   a2 = – 2.3443, c2 = 1.0262, Y2 =  e – 2.3443 ∙ sb1.0262.

The share on land is , the share on buil-

ding is .

Let sb = 300, sp = 600, then we get:

 = 
= 35.833 (million rubles),

 = 17.198 (million rubles),

 = 33.412 (million rubles).

The share for land is equal to

    ,

the share for the building is equal to
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The MVN library of the R statistical package (see 
[21, 22] for a detailed description), in addition to the 
Mardia test, contains other tests of joint normality, 
such as the Royston, Henze-Zirkler, Dornick-Hansen 
and other tests, which for these data also give positive 
results. Thus, we have acceptable justifications for the 
choice of the model, albeit with noticeable standard 
errors (spread) of the data. Similar validations can be 
obtained for paired observations (SPi, SBi), i = ..

Regression models are widely used in the estima-
tion literature (see, e.g., [23–25]). The author of [26] 
points out the reasons why it is not recommended to 
extend regression models beyond the domain of obser-
vations. Figure 2 shows the observed 39 values of the 
pairs: the area of LP is the area of improvements.

The curved line in Fig. 2 is the 90% level line of the 
model log-normal distribution of areas of land and 
areas of improvements. The straight line is the bisec-

Table 7.
Shares of the value of land within the SREO

Land area, sq. m

200 400 600 800 1000 1200 1400 1600

Bu
ild

in
g 

ar
ea

, s
q.

 m

20 15%              

60   68%            

100   41% 75%          

140   28% 56% 76% 93%      

180   20% 44% 62% 76% 88% 99%  

220   15% 36% 52% 65% 76% 85% 94%

260   10% 30% 45% 57% 66% 75% 83%

300   7% 26% 40% 50% 59% 67% 74%

340   4% 22% 35% 45% 54% 61% 68%

380   2% 19% 32% 41% 49% 56% 63%

420     17% 29% 38% 46% 52% 58%

460     15% 26% 35% 43% 49% 54%

500     13% 24% 33% 40% 46% 51%

540     11% 22% 30% 37% 43% 48%

580     10% 20% 29% 35% 41% 46%

620     8% 19% 27% 33% 39% 44%

660     7% 17% 25% 32% 37% 42%

700     6% 16% 24% 30% 35% 40%

740     5% 15% 23% 29% 34% 39%

780     4% 14% 21% 27% 33% 37%
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tor of the first coordinate angle. Above the bisector 
are cases where the area of improvements is larger 
than the area of the LP. As a rule, it is assumed that 
for private houses the area of improvements does 
not exceed the area of land, but such cases are pos-
sible and, as can be seen from Fig. 2, the constructed 
model allows it. However, in our two-dimensional 
case, the application of the model is better restricted 
to the area inside the closed curve in Fig. 2. A com-
parison of Table 7 and Fig. 2 shows that the shares of 
the value of LPs are calculated for this area. At the 
same time, Table 7 leaves blank fields that have an 
interpretation (see above) in terms of determining 

the shares of land and improvements in the market 
value of the SREO. In cadastral valuation, for any 
combination of area of land (sp) and improvements 
(sb), the cadastral value should be reported as a posi-
tive value and, in general, the cadastral value should 
be estimated as market value or close to it. It is this 
understanding of cadastral value that minimizes pos-
sible claims against cadastral valuation. What to do? 
In this case, we should set Y1 and Y2 so that it does not 
exceed Y for any combination of areas of land (sp) and 
improvements (sb). For example,

,

Table 8. 

Mardia test result on joint normality of logarithms of initial data

Multivariative normality test Mardia

Test: Statistic p-value 
Result             

(YES – «+»,   
NO  – «–»)

             

Mardia skewness 16.31 0.091 YES  

Mardia kurtosis –0.458 0.647 YES  

Mardia MVN     YES  

Univariate normality Components Statistic p-value Result  

Lilliefors  
(Kolmogorov-Smirnov) Component 1 0.121 0.161 YES  

Lilliefors  
(Kolmogorov-Smirnov) Component 2 0.131 0.087 YES  

Lilliefors  
(Kolmogorov-Smirnov) Component 3 0.11 0.27 YES  

   

Sample description  

Component numbe Sample  
size Mean Standard  

error Median Min Max 1 Q 3 Q Skewness Kurtosis

1 39 2.497 0.884 2.351 0.912 4.828 1.909 2.904 0.621 0.139

2 39 6.018 0.537 6.109 4.605 5.726 5.727 6.397 –0.752 0.129

3 39 4.718 0.692 4.575 3.584 4.288 4.288 5.043 0.569 –0.259
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,

 

Such conditions are easily realized in the script of 
the statistical package R and for them the shares of 

land and improvements in the SREO and their mon-
etary expressions can be calculated. The table of shares 
for the cadastral value of land within the SREO is given 
in Table 9.

The fractions of land (similarly, the fractions of 
improvements as an addition up to 100%) in Table 9 
meet the objectives of cadastral valuation – the values of 
all land and buildings located on them will be positive, 
in total coinciding with the estimated model value of the 

Table 9.
Share of the value of land within the EON for cadastral purposes

Land area, sq. m

200 400 600 800 1000 1200 1400 1600

Bu
ild

in
g 

ar
ea

, s
q.

 m

20 17% 61% 67% 71% 74% 76% 77% 78%

60 7% 54% 61% 66% 69% 71% 73% 74%

100 4% 41% 58% 63% 66% 69% 71% 72%

140 3% 31% 56% 61% 65% 67% 69% 71%

180 3% 25% 44% 59% 63% 66% 68% 70%

220 2% 21% 36% 52% 62% 65% 67% 69%

260 2% 18% 30% 45% 57% 64% 66% 68%

300 2% 16% 26% 40% 50% 59% 65% 67%

340 1% 14% 23% 35% 45% 54% 61% 67%

380 1% 13% 21% 32% 41% 49% 56% 63%

420 1% 12% 19% 29% 38% 46% 52% 58%

460 1% 11% 18% 26% 35% 43% 49% 54%

500 1% 10% 16% 24% 33% 40% 46% 51%

540 1% 9% 15% 22% 30% 37% 43% 48%

580 1% 9% 14% 20% 29% 35% 41% 46%

620 1% 8% 14% 19% 27% 33% 39% 44%

660 1% 8% 13% 17% 25% 32% 37% 42%

700 1% 7% 12% 16% 24% 30% 35% 40%

740 1% 7% 12% 15% 23% 29% 34% 39%

780 1% 7% 11% 14% 21% 27% 33% 37%
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SREO. The fractions of land in Table 9 approximately 
correspond to the fractions of land in Table 7 in the main, 
most important part of the tables corresponding to the 
area of observations in Fig. 2 (in bold), i.e., the estima-
tion of the market value share in these fields approxi-
mately corresponds to the cadastral one. The discrepan-
cies become apparent as one shifts to the lower left corner 
and to the upper right corner. These are the areas where 
the cadastral value is obliged to assign a positive cadas-
tral value in any case, even if the assigned cadastral value 
differs from the market value share estimate. The bottom 
left decreases the share of the value of the land within the 
SREO, the top right decreases the share of the value of 
the improvements within the SREO.

Conclusion

Land plots within the SREO and vacant (or condi-
tionally vacant) land plots belong to different types of 
real estate. Land plots within the SREO are not traded 
on the market without improvements located on them. 
Their market value can be obtained only as a result of 
the SREO value sweep. Free land plots are traded on 
the real estate market; for them objects of comparison 
can be selected and their market value can be estimated 
both by the comparative and income approaches. 

The Shepley value allows to determine a fair distri-
bution of shares of the value of land and improvements 
within the SREO.

When estimating the market value of the shares of 
land and improvements within the SREO, negative 
values of land and improvements may be obtained. In 
the first case, the value of the improvements is greater 
than the value of the SREO (the land within the SREO 
has a negative value), in the second case, the value of 
the land is greater than the value of the SREO (the 
buildings deteriorate the land plot within the SREO 
compared to the free land plot).

When determining the cadastral value, the land and 
improvements on it as part of the SREO should have 
a positive value. The proposed methodology, based 
on the Shepley value and the appropriate selection of 
the characteristic function, allows us to split the value 
of SREO into the values of land and improvements, 
basically corresponding to the market value. Discrep-
ancies with the market value appear only in rare cases 
away from the area of observation and only due to 
special requirements imposed on the cadastral value 
(base for taxation and accounting). This is a case that 
illustrate the differences between cadastral and mar-
ket values.

The proposed method allows us to obtain data from 
cadastral databases, external sources, performing cal-
culations in a specialized environment and uploading 
the results of calculations in formats easily linked to 
cadastral databases. 
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