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Values-directed enterprise 
engineering1

Evgeny Z. Zinder
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Address: Mailbox 563, Moscow, 107061, Russia
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Аbstract

This article presents an approach to enterprise engineering (EE) enhancement under modern 
conditions by including in EE possibilities and capabilities of systematic decision making support based 
on the values analysis of an enterprise and all the engaged parties – stakeholders of diff erent categories. 
The particularity of the approach consists of combining broad understanding of values, aiming at real 
business tasks at all the levels of enterprise management, and including digital transformations risk 
management in these tasks.

The approach includes both “analog” and “digital” values models, and also employs heterogeneous 
values models. Values are regarded as a social and economic, corporate and personal phenomenon. 
Subjectivity, situatedness, relativity, and changeability of values are taken into consideration. The 
article suggests conjoint consideration of various stakeholders’ (interested parties’) heterogeneous 
values, among others, of stakeholders aff ected by digital transformations. The enterprise itself as 
an economic agent, its owners, employees, enterprise-partners, clients/customers, communities, 
social organizations, and public agencies might be among the stakeholders considered One of the 
key requirements is values comparability and the ability to determine the gap between diff erent 
stakeholders’ values. Other requirements defi ne the constitution of values models and characteristics 
of models elements.

One of the essential results of this research is the developed system of requirements. Besides, the 
structure of an open multidimensional enterprise values space is suggested as well as the structure 
of partial and integrated values models placed in this space is presented. The framework for tracing 
relations between the enterprise components and the stakeholders’ values is proposed, and the 
possibility of introducing functions assessing conformity and nonconformity of diff erent stakeholders’ 
values on the integrated values model of the enterprise is demonstrated. The presented system of 
requirements and models enables building and applying values models which was tested in completed 
projects. The approach allows enabling sustainable enterprises development under digital economy 
conditions at the fundamental level by values-directed management. Moreover, , it might prove useful 
for expanding various enterprise transformation methods, including their existing value-directed and 
value-centered variants.

Key words: enterprise engineering; digital transformation; values; values model; risk management; 

values space; values-directed enterprise engineering; digital values model; analog values model.

1 This work was supported by the Russian Foundation for Basic Research (project No. 16-07-01062 
“Development of methods and resources of enterprise engineering based on smart technologies”)
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Introduction

D
iscussions about the “digital econ-

omy” concept and recommenda-

tions for “digital transformations” 

(DT) [1] go on along with reports of hacking 

systems formerly claimed invulnerable, of lim-

itations of artificial intelligence services, and 

of business models banned judicially [2]. This 

turbulence forces us to search for approaches 

to preservation of valuable features of enter-

prises under changing conditions, and in DT 

realization in particular. This publication offers 

a way of enterprise engineering (EE) aimed at 

sustainability of enterprise development and 

enabling actualization of various DT methods. 

This refers, in particular, to well-known meth-

ods such as value-oriented (for example, [3; 4]) 

and value-centered (for example, [5; 6]). The 

proposed approach builds upon broad under-

standing of values in contrast to its submission 

to one particular theory and aims at solving a 

wide range of business tasks including tasks of 

DT and sustainable development, as well as 

tasks of risk management in transformation 

of enterprises and society in a turbulent digi-

tal economy environment. Metamodels for 

“analog” and “digital” values models are sug-

gested for practical support of this approach; 

possible directions and examples of their appli-

cation are provided. Further on, this approach 

will be called “Values-directed enterprise engi-

neering.” This name is believed to be relevant 

to the vitally important, all-pervading role of 

values in socio-economic, organizational, 

managerial, production, and even bio-infor-

mation [7; 8] processes.

The rest of the paper is structured as follows. 

Section one presents basics and the purpose of 

this paper and formulates the main require-

ment R1 for values modeling. Section two 

Citation: Zinder E.Z. (2018) Values-directed enterprise engineering. Business Informatics, 

no. 3 (45), pp. 7–19. DOI: 10.17323/1998-0663.2018.3.7.19. 

describes the features of values as a phenom-

enon and their use in the enterprise business 

tasks, establishes the necessity of more sense 

bearing values models than those employed in 

many works on EE, suggests a working defini-

tion of values for the given context, and for-

mulates corresponding requirements R2–R5. 

Section three defines the requirements R6–

R9 for singled out features and elements of the 

general values model structure corresponding 

to requirements R1–R9, multidimensional 

Open Enterprise Values Space (OEVS), the 

rules of formalizing an Open Integrated Values 

Model (OIVM) of enterprise and its stakehold-

ers. The Conclusion discusses some options for 

using the proposed rules and models and indi-

cates directions for further research and devel-

opment.

Note: Stakeholder in this article is under-

stood as an interested party of any type con-

nected with an enterprise being analyzed and 

its digital transformation, including the enter-

prise itself as an economic agent.

1. Beginnings of this study and the primary 

requirement for values models

Mentioned in the Introduction, turbulence 

of the digital economy prompted us about a 

year ago to publish our analysis of the situation 

with respect to the development of concep-

tions and main EE methods [9]. This showed 

that the existing EE paradigm retains its effi-

ciency in the face of radically changed orga-

nizational structures, communications, and 

working processes. An assumptive reason is 

that the basic enterprise features like mission 

and responsibility for producing some goods 

or service persist. At the same time, new abili-

ties of DT require more careful tracing of the 

main guiding lines of enterprise development 

INFORMATION SYSTEMS AND TECHNOLOGIES IN BUSINESS
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and paying more attention to possible threats 

described in the reports [1; 10; 11] as well as 

to still unknown threats. The need for concrete 

methods to satisfy these requirements induced 

additional studies and served as a prerequisite 

to this publication. Formerly, we described 

additional studies and their main recommen-

dations for the following areas:

 continuous strategic and tactic enterprise 

governance [12];

 knowledge management in dynamically 

changing network business processes and 

cooperation and co-creation processes [13];

 risk management in enterprise DT projects 

[14]2. 

Each of these studies revealed that values of 

individuals, their communities, and organiza-

tions play a significant or even a leading role as 

development guiding lines and decision mak-

ing criteria in various EE key tasks, as well as in 

day-to-day enterprise activity. Meanwhile, val-

ues should be interpreted both broadly and in 

detail, including humanitarian and economic 

aspects, because working with the guiding lines 

requires comprehensive analysis of all essential 

aspects of an enterprise constitution and activ-

ity.

For this reason and according to the restric-

tion of values models mentioned in sub-sec-

tion 2.1 and their application in known formal 

models descriptions for EE, the author ana-

lyzed values as a phenomenon, examined areas 

of application of values descriptions at enter-

prises, formulated a set of requirements to val-

ues models associated with an enterprise, and 

defined a constructive approach to formalized 

modeling of values and their systems. The pri-

mary requirement for values models is:

R1. Values models must be applicable for com-

prehensive definition and control of enterprise 

development guiding lines as well as emerging 

risk management, including guiding lines and 

risk management in DT projects and functioning 

of transformed enterprises.

2. Values phenomenon analysis 

and requirements for values modeling

2.1. Value as a phenomenon 

and the basis of values models formalization

The analysis and description of human values 

has a long history [15]. We take this history into 

account and proceed to present tasks combin-

ing different views on values as a social, corpo-

rate, and personal phenomenon. 

Work with values in a broad sense while form-

ing corporate culture has long been put into 

practice and stated at the level of course books 

[16]. However, significant progress in structur-

ing, comparing, and formalizing values models 

can be noticed when working with value as a 

cost or as a feature well expressible in a mone-

tary form [17; 18], which is not enough for sat-

isfying R1. 

The significance of using values as a refer-

ence point in EE is recognized by many authors 

[3–6; 19]. However, in the known attempts 

of values formalization in EE, interpreta-

tions significantly constraining the real phe-

nomenon are employed. For instance, papers 

[3; 19] inherently consider values within the 

scope of only one EE theory but not from the 

point of view of exploring values in real life of 

enterprises with the subsequent implanting of 

results of the exploration in EE theory. Besides, 

this value model appears extremely simplified 

and is primarily used for reflecting exchanges 

2 The paper [14], in particular, is based on the author’s studies 2012–2018 where the analysis 
of risks and risk management methods in applying new technologies were conjoined with 
systematic discussions of these risks and methods in various projects and professional groups. 
In particular, in 2017, such risks and methods were demonstrated and discussed on the video 
channel “Cyber-tech” https://www.youtube.com/watch?v=6KTG9brsiNU&feature=youtu.
be (accessed 05 July 2018) and at the round table “Risk management in the digital age” in 
Plovdiv, Bulgaria (23 November 2017)

INFORMATION SYSTEMS AND TECHNOLOGIES IN BUSINESS
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between actors. The approach in [4] takes into 

consideration various points of view on val-

ues, including their nonmonetary and emo-

tional categories to a greater extent and sug-

gests a value metamodel taking into account 

actors’ values of different types. However, in 

the context of the requirement R1, this model 

also appears too restricted. In particular, only 

two types of stakeholders are considered (the 

service’s supplier and client), and their inter-

connection reflects only their interaction in a 

co-creation style. Values models in these cases 

are not expected to be appropriate for solving 

a wide range of business tasks in which values 

of public and humanitarian categories play an 

essential role.

Comprehensive analysis and treatment of 

social and humanitarian values appears more 

complicated. Due to this, specific meth-

ods and approaches are developed, such as, 

for instance, “management by values” [20], 

expanding complex management schemes of 

different scales by including humanitarian 

values, up to the highest spiritual values [21]. 

Suggestions appear simultaneously to trans-

form the values complex of various types into 

some economic entity reflecting an enterprise 

sustainability [5], as it is supposed that busi-

nesses could be motivated to make meaning-

ful changes only in such a case. At the same 

time, the use of non-formalized “analog” 

values models for different stakeholders’ cat-

egories and their application in various busi-

ness tasks, including those different from the 

tasks of values exchange, in particular, in risk 

management tasks [6], remains actual and 

topical. 

On the whole, there is no generally accepted, 

sufficiently complete, and at least partially for-

malized metamodel of values, and comparing 

values is very difficult due to a number of con-

tradictory approaches to the interpretation of 

the very concept of value. 

Significantly, a huge number of non-formal-

ized models have been accumulated within 

axiology, including models treating various 

aspects of values [22; 23]. These models are 

important, as practically any aspect might be 

essential for solving a specific business task. 

However, attempts at direct use of values in 

their conventional forms face the serious 

problem of the diversity of values manifesta-

tions. In concrete situations, any feature of a 

material or ideal entity can be recognized as a 

value. Values can be divided into values-tools 

(means) and values-goals [16], and be ordered 

differently according to priorities, and such 

evaluations are quite subjective and change-

able. As a result, the most significant feature 

of the existing situation is acknowledgment 

of subjectivity, situatedness, relativity, and 

changeability of values of different intercon-

nected parties – the enterprise stakeholders. 

In particular, we point out the extremely high 

rate of change in the picture of the world and 

the fact that these changes are crucial in the 

values variability. For instance, it was shown 

in [24] that, for new generations this factor 

leads to inverting of value systems relative to 

those that were considered conventional not 

long ago. 

As mentioned in the New Philosophic Ency-

clopedia [22], there is methodological chaos 

even in the definition of the value concept and 

in the treatment of value relations. It seems 

that this chaos only means that unitary values 

models structured and ordered each in its own 

way, as was done earlier, are not suitable for 

reaching the complex goals mentioned above. 

Pragmatic ways of building and applying val-

ues models should work in real “chaotic” con-

ditions, while remaining understandable to 

different people and engaged in the context of 

enterprise “digital life,” and all this leads to the 

requirement R2:

R2. It is necessary to combine forming and 

using values models of both the “analog” type, 

that is, oriented to traditional (“manual”) ways 

of using them in enterprises, and of the “digital” 

type, that is, formalized for enabling their com-

INFORMATION SYSTEMS AND TECHNOLOGIES IN BUSINESS
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puter processing in a computerized (“digital”) 

information environment of enterprises. In this 

case, “analog” and “digital” models of the same 

single value should not contradict each other in 

terms of their semantics.

2.2. About the role of common 

highest values and about a working 

definition of values

Recognizing the existence and common 

interpretation of some highest values by var-

ious stakeholders provides the foundation 

for solving many practical problems, includ-

ing reaching a compromise when other com-

mon interpretations of values are missing, and 

forming a working definition of a value given 

below: 

“Value is understood as the boon to an indi-

vidual, a group, enterprise, and/or a society in 

the sense of moving towards highest values or in 

terms of protecting them from a shift in the oppo-

site direction.”

We discussed this and similar interpre-

tations with different audiences. We had 

very important conversations with Dharia 

Rahi GuruMata, Head of the International 

Department in the ashram Atma Kutir3. 

The boon was discussed in two incarna-

tions: as a high ethical category and as pro-

gress towards this category in everyday life, 

including activities of enterprises. The sub-

jective nature of the evaluation of the boon 

was taken into account, and accordingly, the 

needs and ways of performing expert assess-

ments of the availability of the boon and its 

relative scope were discussed.

The author fully recognizes that interpre-

tations of highest values of different stake-

holders can be dramatically contradicting 

each other. However, our times show real 

possibilities for a strong rapprochement 

between the positions of various ethical and 

spiritual teachings which can be caused by 

the awareness of the increase in common 

threats in all aspects (ecological, techno-

logical, and other threats). The report [11] 

indicates that today, and in the nearest 

future, universal highest values are earnestly 

needed to focus on the boon for all living 

beings and the world as a whole. This leads 

to the requirement R3:

R3. The values modeling approach must pro-

vide for the possibility of encompassing highest 

values relevant as the common highest values at 

this historical stage.

2.3. Aiming values models 
at business tasks solving

Details of values models and characteris-

tics of these details are derived from under-

standing the needs of the models use for a 

wide range of practical business tasks exe-

cuted in the area of EE and DT. Require-

ments induced by two sample groups of busi-

ness tasks of enterprise transformation and 

functioning were explored in this study. Later 

they were generalized for expansion and use 

in other tasks and formulated as the require-

ments R4 and R5.

The first example includes typical business 

tasks of different scales:

 formation of the enterprise development 

strategy, including comparison of enterprise 

DT directions;

 search for the enterprise’s future products 

(services) on the basis of forecasts of prospec-

tive values of customers and promising tech-

nologies; 

 testing job applicants for the concordance 

of their values-tools and those necessary for 

completing certain jobs.

The second example refers to using values 

3 Information about Atma Kutir Ashram (Garval Himalaya, India) is available at 
http://atmakutir.blogspot.ru 
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models in the sphere of risk management which 

was considered essential in [6]. The approach 

to risk management for the DT area suggested 

in [14] is based on:

 architectural analysis of the enterprise and 

finding connections between the enterprise 

components and the values these components 

really support (so-called traceability to real 

rather than declared values); 

 comparing this values set to stakeholders’ 

(including clients and enterprise employees) 

value systems and finding correspondence and 

possible contradictions. 

In both examples, comparing values of differ-

ent stakeholders and, in some cases, reaching a 

compromise based on values convergence are 

required for solving the mentioned tasks. For 

this purpose, it is necessary to use comparable 

values models of different stakeholders, in par-

ticular, in order to evaluate the concordance of 

values inherent for stakeholders planning DT 

and other stakeholders’ values. This is reflected 

in the requirements R4 and R5: 

R4. The set of an enterprise values models must 

present a set of potentially heterogeneous val-

ues for all kinds of stakeholders, including those 

affected by DT, among those, an enterprise as 

an agent of the economy, its owners, employees, 

partners, clients, social organizations, and public 

authorities. 

R5. While executing an enterprise tasks, it is 

reasonable to employ a single space of dimension-

ality for all possibly heterogeneous values models 

of different stakeholders’ types corresponding to a 

wide range of elicited business tasks. This space 

should support the definition of values compara-

bility and the ability to compare them basing on 

greater–less relation.

Let us call the dimensionality space men-

tioned in the requirement R5 the “open enter-

prise values space (OEVS)”.

3. Requirements for values 

models structure and elements

3.1. Traceability of the components 

of an enterprise to values models

It is necessary to compare factual values cre-

ated by the enterprise components, their trans-

formations, and an enterprise as a whole with 

the enterprise stakeholders’ values. For this 

purpose, in turn, it is necessary to ensure trace-

ability4 of relations from the components of the 

enterprise architecture (including its behavior) 

to the models of the enterprise and its stake-

holders’ values which are included in an open 

integrated values model (OIVM). This leads to 

the requirements R6 and R7.

R6. An integrated values model of an enter-

prise must facilitate traceability from any enter-

prise system component via enterprise goals (or 

even skipping goals) to the values of all the stake-

holders. 

R7. Comparable values models must have 

measurable elements of the same type to com-

pare different stakeholders’ values and to sup-

port execution of EE and DT tasks. The meas-

ures of these elements must be determined by the 

same or compatible metrics. Comparison of these 

elements must be done for checking equal or not 

equal and greater or less relations. The exact dif-

ferences must be calculated when possible.

For the tracing mentioned in R6, we use the 

expanded five-model DT scheme proposed 

in [9]. Table 1 shows the conception of the 

relationships between the proposed models 

(line “1”) of partial (column “1”) and inte-

grated (column “2”) values on the one hand 

and architectural models in the five-model 

scheme of the functional architecture on the 

other hand, which includes services or plat-

forms for business functions (line “3”) and 

their business purposes in terms of supported 

goals (line “2”).

4 Traceability and tracing are understood similarly to ISO/IEC 15288 “Systems 
and software engineering. System life cycle processes”
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In this table and hereinafter:

 is the specific value for the stakeholder 

 from the set  of all the stakeholders of the 

enterprise;

OIVM is Open Integrated Values Model 

which includes all meaningful  related to the 

enterprise; 

 and  are the high level architectural mod-

els of the specific enterprise components;

OICA is Open Integrated Component Archi-

tecture which integrates all the enterprise com-

ponents  (primarily the business functions 

and digital services and platforms supporting 

them) and their relationships.

3.2. About the heterogeneity 

of values of different stakeholders

Values subjectivity and situatedness leads to 

the possibility of incomparability of two val-

ues of the same kind and named equally by two 

stakeholders due to these values’ different con-

tents, for example, if the stakeholders are from 

different social environments or just belong to 

different generations.

Example: Different forms of interest for the 

same kind of values in a digital society. The 

common values category “Prestige” (at level 

4 “Respect” according to [25]) can be inter-

esting in the form “Prestige as the -index of 

the citation”, and (for other or same condi-

tions and/or demographic groups) – in the 

form “Prestige as a number of Likes and Fol-

lowers in social networks”. These two “Pres-

tige” values are formally incomparable in 

these two forms of interest as their meanings 

are defined in different domains of defini-

tion. 

Notes: 1) Both forms of interest can be used 

by the same stakeholder as two different spe-

cific values of one kind; 2) Domain of defini-

tion is referred to as “domain” further in this 

article.

Another example. Loyalty to one’s patron 

and social group (layer) is an essential value in 

the environment called “Absolute monarchy 

with the patrons’ hierarchy,” but it might not 

be recognized as a value or might even have a 

negative value in the environment called “Lib-

eral democracy with a market economy.”

These examples demonstrate that to be com-

parable two values must be defined on the same 

domain determined by the set of the same 

value categories. In the given example, they 

must belong to the values of the same social-

economic environment, the same needs cate-

gory, and the same form of interest. All this is 

reflected in the requirements R8:

Table 1. 
Framework of tracing from components of a five-model scheme 

of an enterprise transformation to values models

1. For single party 
or component of enterprise

2. For integrated representation 
of enterprise 

1. Values 
(see Section 2) Model of value  for stakeholder  

2. Goals (see [9], 
Fig. 1)

Business goals and goal indicators achieved 
through a specific system or DT component 

Integrated business goals indicators system; 
their links with  and  

3. Components 
of DT (see [9])

Model  for a component of enterprise 
or DT 

INFORMATION SYSTEMS AND TECHNOLOGIES IN BUSINESS



BUSINESS INFORMATICS No. 3(45) – 2018

14

R8. Values models have to include the elements 

showing that the values are defined on the specific 

domain; and accordingly, OEVS has to include 

the dimensions determining the categories of val-

ues, their environments and forms which identify 

these domains. These dimensions have to ena-

ble checking that the various stakeholders’ val-

ues pairs belong to the same domain and, thus, 

enable their comparability and homogeneity in 

this sense.

3.3. Metrics 

of values meanings

Comparable values models defined on the 

same domain of values can differ due to the 

realization level for the specific values kind and 

form of interest. For instance, they can dif-

fer in the -index of the citation, information 

safety index, in the level of the company’s (or 

its employee’s) responsibility, and the like.

One suppositive example is a generalized 

value-tool “Ability to do something” and the 

realization levels of this ability. For example, 

“1” = “no ability”, “2” = “limited ability”, 

“3” = “ability in most situations”, “4” = “the 

highest ability.” Such metrics are common in 

completing qualitative assessments of different 

objects’ states. With the consideration of R7 

and R8, this is expressed in R9:

R9. For every domain of the values of the same 

kind and the same form of interest, it is necessary 

to design the metric of the realization level for 

specific values reflecting, when possible, ordered 

values meanings from the point of view of a stake-

holder as a person defining and expressing these 

values.

Notes: 

1) As a metric, a scale of qualitative levels, 

a physical indicator of the level, a compos-

ite index, or another parameter can be used 

together with the rules of measuring a real-

ization level of values in this metric and with 

the rules for comparing different values by this 

metric. 

2) In many cases, it is the difference of reali-

zation levels of two values of the same kind and 

form of interest that leads to the values conflict 

and accordingly to the conflict of the enter-

prise components or decisions supporting this 

value kind or form of interest.

4. Instantiation and formalization 

of the values model and values space

 The aforesaid requirements and rules for 

describing values models along with the rules 

introduced below in subsection 4.1 can be used 

in “as is” style as metamodels for forming tex-

tual and minimally structured “analog” values 

models. Meanwhile, the formal description of 

the values space OEVS following the scheme 

provided in subsections 4.1 and 4.2 establishes 

the metamodel of the specific values formalized 

“digital” models, as in this case values models 

are considered to be the points in OEVS and 

have to be formed according to its dimensions 

and other defined requirements. 

4.1. Partial values models 

as the basis for OEVS dimensions

In order to meet the requirement R8, it is 

possible to establish OEVS dimensions by cat-

egories sets which allow anchoring domains of 

values in practice. A possible variant of such a 

categories-determinants set for establishing the 

dimensions is provided below:

 the categories (levels) of stakeholders’ 

needs;

 the categories (levels) of external condi-

tions of stakeholders as their social-economic 

environments;

 the categories of stakeholders’ behavior in 

the external environment;

 values kinds of stakeholders and the levels 

of their realization according to the require-

ments R7 and R9;

 forms of interest for values of the specific 

kind.
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The kind of the values is traditionally pre-

scribed by its conventional short name (such 

as, for example, health, honesty, responsibility, 

and work quality) as well as by its meaty descrip-

tion. The forms of interest for specific value rep-

resentations depend significantly on the values 

kind, and these forms might also depend on the 

domains in other OEVS dimensions. 

The OEVS variant suggested below is based 

on the categories-determinants explicitly or 

tacitly suggested in the partial models [25–27] 

and their extensions. These models were 

selected for the OEVS variant presented due to 

their wide enough spreading over considerable 

time and due to the possibility of their exten-

sion and adaptation.

In order to fulfill the R8 requirement for the 

simultaneous coverage of various stakehold-

ers’ values, OEVS must also have the dimension 

, where  denotes the coordinate of the 

particular stakeholder in the OEVS space.

The Maslow model usage. For the A. 

Maslow model [25], the relativity and variabil-

ity of the order of the “need/value” levels aris-

ing due to different priorities in the satisfac-

tion of different needs for different actors are 

recognized. The extension [28] which includes 

additional levels of needs/values: cognitive, 

aesthetic, values of self-realization and tran-

scendental values, including altruistic values is 

taken into consideration. Altruistic values can 

be accepted as a kind of highest values men-

tioned in R4. This model is used in OEVS as 

the basis of the dimension  where  

is the level in the “extended Maslow pyramid.”

For the specific business task, the dimen-

sion  can be detailed by defining sub-levels 

for 
 
. Besides, it is possible to introduce one 

or another relation of order for particular condi-

tions and tasks (for example, the Maslow’s orig-

inal order or the inverted order similar to [24]).

The Graves model usage. The С. Graves 

model (the “open theory”) [26] is applied 

in both original (simplified in our view) and 

expanded modes. In a simplified version, the 

model is used in full accordance with its origi-

nal scheme as an ordered sequence of develop-

ment levels of the socio-economic environment 

joined with the type of the stakeholders’ behav-

ior defined as rational for this environment. 

In order to comply with the described busi-

ness tasks, the levels of the environment with 

Graves codes DQ, ER, FS are primarily used. 

Such a model is used in OEVS as the basis of 

the dimension , where  is the develop-

ment level of the environment and of the stake-

holders’ behavior in it. In the expanded mode, 

it is taken into account that the environment 

and the stakeholder’s behavior may not corre-

spond to each other in the manner defined in 

[26] (an individual can choose an irrational in 

the view of [26] type of behavior). Taking this 

into account, such a mode of the partial model 

induces two dimensions of the OEVS:

 dimension , where  is the level of 

development of the medium,

 dimension , where  is the level of 

the behavior of the stakeholder.

The Schwartz model usage. For each value 

in OEVS, it is necessary to provide the con-

nection of the levels of , , and  defined 

above with a description of the value of a spe-

cific kind. The mentioned value description is 

extended by the actual form of interest for the 

specific value representation and by measura-

ble levels of the value realization in this form. 

This extended description, combined with the 

scales of values realization levels, is used as 

the basis for the aggregated dimension SH for 

description of OEVS values.

In the EOVS version presented, the 

S. Schwartz model (“the theory of basic val-

ues”) [27] expanded and supplemented with 

the above-mentioned method is the basis for 

the aggregated dimension , where 

 is the combination of the elements:

 identifying the conventional name of the 

value kind (for example, “working responsibil-

ity”) and its generalized description;
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 the form of interest (in this example, it is 

the fixation of the fact that a stakeholder holds 

the characteristic of “working responsibility” 

expressed in one of the word descriptions pre-

determined for this kind and form);

 the level number from the scale of imple-

mentation levels for the values of this kind and 

form with the meaty levels interpretation (in 

this example, it is the level number in the scale 

of work responsibility with word description of 

characteristics of this level responsibility).

4.2. Values models 
and an open enterprise values space. 

An open integrated model 
of values and values metrics

Versions of values space OEVS and values 

models for the whole enterprise OIVM based 

on the version of values models structuring and 

formalizing described in subsection 4.1 are 

presented below.

Open enterprise values space OEVS and 

values models. OEVS is formed by the set of 

points  – potential values with coordinates:

 in the simplified version, v = (s
q
, m

i
, g

e
, 

sh
jfk

), which provides a way for visual illustra-

tions making; 

 in the extended five-dimensional version,

, with a potential increase 

in the number of dimensions up to six or seven 

in the case of splitting SH dimension.

Here every value , where 
 

is the number of different values of the stake-

holder  from the set of stakeholders , is rep-

resented by a point  with above-mentioned 

coordinates. 

Open integrated values model of an enter-

prise OIVM. The value set of the stakeholder 

 from the set of stakeholders  is formed 

as his or her value system , where 

 is the number of different 

values of this stakeholder. 

The Open Integrated Values Model (OIVM) 

of an enterprise is defined as the set of essential 

values models of the stakeholders of the enter-

prise and its DT (including customers as part of 

the enterprise ecosystem). 

That is, , where , 

 is the cardinality of the set of stakeholders S, 

and all the  are defined in the same OEVS. 

This provides an opportunity to match the val-

ues of different stakeholders and to determine 

their conformities or contradictions to each 

other. 

Values metrics. Realization levels of cer-

tain values can be expressed in natural units 

of measurement (for example, “time spent on 

receiving a service,” “the number of ‘likes,” 

etc.). For other values, the level of realization is 

expressed as a qualitative assessment, for exam-

ple, the ordination number of the conditional 

realization level with the semantic description 

of the value realized at this level (see the exam-

ple in subsection 3.3).

Development of such metrics is performed 

with each extension of the open scheme of 

OEVS and the values models in it, among oth-

ers, for emerging new forms of interest in the 

SH dimension. This makes it possible to form 

and accumulate knowledge about values mean-

ings so that during the EE running it is possi-

ble to gradually increase the automation level 

of intelligent analysis, among others for enter-

prises DT planning.

Conclusion

Derived models and functions for complet-

ing business tasks. For completing specific 

business tasks of an enterprise development, 

in particular, for evaluating its DT accept-

ability, it is useful to create and apply derived 

and adapted models on the basis of integrated 

OIVM and OICA (Table 1). For risk manage-

ment in DT, for example, it is important to 

analyze the compatibility of pairwise combina-

tions of the values which can contradict each 

other. In particular, this is done for evaluating 

combinations of the enterprise values as val-
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ues supported (or disappearing because of a 

component exclusion) by specific functional 

components  on the one hand, and values of 

enterprise employees, customers, and regulat-

ing agencies’ values on the other hand, which 

is described in [14].

In order to formalize such an assess-

ment, it is recommendable to define function 

 versions which give, for exam-

ple, the assessment “conforms” (+), “does not 

conform” (–), “mixed assessment” (+/–), or 

“incomparable” (0) for each functional DT 

component depending on the compatibility 

assessment  and  for the concrete real-

ization of the component  from OICA. 

Defining these assessments as the mean-

ings of the function  at the initial stage of 

applying OIVM models requires the “man-

ual” assessment by experts in different subject 

domains and completing continuous exten-

sions of the SH dimension by descriptions of 

new kinds, forms of interest, and metrics for 

the specific values. Such extensions are con-

sidered to be knowledge accumulation for 

further raising the level of function  calcu-

lation automation, EE and risk management 

enhancement. 

Development of relations of order in 

OIES dimensions. It is recommended to 

develop the metrics scales of values realiza-

tion levels so that they establish relations of 

order in OIES dimensions based on ordering 

the levels of such a scale. It is not always pos-

sible to determine such an order in all situ-

ations, or only for limited conditions of the 

specific task, but this enables measuring a 

relative distance from one value to another 

or to the reference value. The author and his 

colleagues have experience in such projects 

[29; 30] successfully employed in practice 

[31; 32]. 

Example: the scales of realization levels of 

values-tools as IT-specialists’ abilities [30] 

such as “responsibility for the job,” “abil-

ity to work autonomously,” and others were 

developed for representation of abilities real-

ization levels which are the values both for 

an individual employee and an enterprise as 

a whole. 

General conclusion and further studies. The 

system of requirements R1–R9 is regarded as 

the primary result of this study. Implementing 

these requirements in the suggested OEVS and 

OIVM structures is only one possible version. 

Support of openness of the models included in 

the approach “values-directed enterprise engi-

neering” provides the basis for enriching dif-

ferent EE methods to a certain degree based on 

the values in different interpretations.

At the same time, the presented approach 

in its primary fragments (values models struc-

tures, the principle of defining order relations 

in OEVS, and metrics structure of values real-

ization levels) have already been employed in 

practice, for example, in the project for assess-

ing IT-specialists’ competencies as values, 

which confirms the feasibility of the suggested 

approach.

Analysis of the values models structures 

and experience of their use demonstrates that 

OIVM formalizing should be combined with 

accumulating knowledge about representa-

tions of actual values forms and their reali-

zation levels. This, in particular, will enable 

developing more enhanced systems of intel-

lectual program agents supporting mean-

ingful decisions in the areas of multi-agent 

enterprises engineering and continuous risky 

situations monitoring. On the whole, using 

knowledge about values in solving an extend-

ing range of business tasks and the suggested 

approach “Values-directed enterprise engi-

neering” will facilitate enterprises sustaina-

ble development under digital economy con-

ditions. This development is becoming more 

attainable due to the coverage of all busi-

ness areas and enterprise components with 

development methods directed by values at 

the fundamental level and in the dynamic 

regime. 

INFORMATION SYSTEMS AND TECHNOLOGIES IN BUSINESS



BUSINESS INFORMATICS No. 3(45) – 2018

18

References

1. IBRD (2016) World development report 2016: Digital dividends. Washington: International Bank 

for Reconstruction and Development.

2. Alderman L. (2017) Uber dealt setback after European Court rules it is a taxi service. The New York 
Times, 20 December 2017.

3. Pombinho J., Aveiro D., Tribolet J. (2012) Towards value-oriented enterprise engineering – Relativity in 

service system networks. Knowledge and Technologies in Innovative Information Systems. Proceedings of the 
7th Mediterranean Conference on Information Systems (MCIS 2012). Guimaraes, Portugal, 8–10 September 
2012. Lecture Notes in Business Information Processing, vol. 129, pp. 113–124. 

4. Golnam A., Viswanathan V., Moser C.I., Ritala P., Wegmann A. (2014) Designing value-oriented service 

systems by value map. Proceedings of the International Symposium on Business Modeling and Software 
Design (BMSD 2013). Noordwijkerhout, The Netherlands, 8–10 July 2013. Lecture Notes in Business 
Information Processing, vol. 173, pp. 150–173.

5. Gilding P., Hogarth M., Reed D. (2002) Single bottom line sustainability. How a value centered approach 
to corporate sustainability can pay off for shareholders and society. Sydney, Australia: Ecos Corporation. 

6. Ramamoorti S., Watson M.W., Zabel M. (2008) Engineering value into enterprise risk management. 

Internal Auditor, October 2008, pp. 53–59.

7. DeLozier S., Rhodes M.G. (2015) The impact of value-directed remembering on the own-race bias. 

Acta Psychologica, no. 154, pp. 62–68.

8. Castel A.D., Benjamin A.S., Craik F.I.M., Watkins M.J. (2002) The effects of aging on selectivity and 

control in short-term recall. Memory & Cognition, vol. 30, no. 7, pp. 1078–1085. 

9. Zinder E.Z. (2016) Expanding enterprise engineering paradigm. Business Informatics, no. 4 (38), 

pp. 7–18. 

10. World Economic Forum (2018) The global risks report 2018. 13th edition. Geneva, Switzerland: World 

Economic Forum. 

11. Weizsacker E.U., Wijkman A. (2018) Come on! Capitalism, short-termism, population and the destruction 
of the planet. A report to the Club of Rome. NY: Springer.

12. Zinder E.Z. (2017) Upravlenie balansom strategicheskogo i takticheskogo v realizatsii tsifrovykh 

predpriyatii i elektronnykh pravitel’stv [Managing the balance of strategy and tactics in digital enterprises 

and electronic governments implementation]. Information Society, no. 2, pp. 9–22 (in Russian).

13. Zinder E.Z., Yunatova I.G. (2017) Digital economy and knowledge barriers: Their origin and dealing 

with them. Proceedings of Digital Transformation and Global Society: Second International Conference 
(DTGS 2017). St. Petersburg, Russia, 21–23 June 2017, pp. 445–463. 

14. Zinder E.Z. (2018) Strategicheskie “tsifrovye” riski predpriyatii i obshchestva. Dvizhenie k 

nepreryvnomu risk-menedzhmentu [Strategic “digital” risks of enterprises and the society: Movement 

to continuous risk management]. Proceedings of the XXI Russian Scientific Conference on Enterprise 
Engineering and Knowledge Management (EE&KM–2018). Moscow, 26–28 April 2018. Moscow: REU, 

vol. 1, pp. 276–281 (in Russian).

15. Humanitarian Technologies (2018) Aksiologiya [Axiology]. Available at: http://gtmarket.ru/concepts/

6894 (accessed 06 July 2018) (in Russian). 

16. Solomanidina T.O. (2007) Organizatsionnaya kul’tura kompanii [Organizational culture of a company]. 

Moscow: INFRA-M (in Russian). 

17. Olsen E. (2002) Rethinking value-based management. Handbook of business strategy, pp. 286–301. 

Available at: https://www.bcg.com/documents/file14651.pdf (accessed 06 July 2018). 

18. Tang D. (2017) What is value based management (VBM)? Flevy Blog. 23 March 2017. Available at: 

http://flevy.com/blog/what-is-value-based-management-vbm/ (accessed 06 July 2018). 

19. Pombinho J.P.M. (2015) Value-oriented enterprise transformation: Design and engineering of value 
networks. PhD Thesis. Lisboa: Universidade de Lisboa. 

20. Jaackson K. (2010) Management by values: Are some values better than others? Journal of Management 
Development, vol. 29, no. 9, pp. 795–806.

INFORMATION SYSTEMS AND TECHNOLOGIES IN BUSINESS



BUSINESS INFORMATICS No. 3(45) – 2018

19

21. Dolan S.L., Altman Y. (2012) Managing by values: The leadership spirituality connection. People & 
Strategy Journal, vol. 35, no. 4, pp. 20–26.

22. Institute of Philosophy RAS (2018) Aksiologiya [Axiology]. Available at: https://iphlib.ru/greenstone3/

library/collection/newphilenc/document/HASH0147b7e8f087b539ec51af47 (accessed 06 July 2018) 

(in Russian). 

23. Humanitarian Technologies (2018) Tsennost’ [Value]. Available at: http://gtmarket.ru/concepts/6895 

(accessed 06 July 2018) (in Russian). 

24. Sitkevich N.V. (2011) Osobennosti transformatsii nravstvennykh tsennostei v usloviyakh informatsionnogo 
obshchestva: etiko-filosofskii analiz [Particularities of transformation of moral values in the conditions 

of information society: ethical and philosophical analysis]. PhD Thesis. Novomoskovsk: D. Mendeleev 

University of Chemical Technology of Russia (in Russian). 

25. Maslow A.H. (1962) Toward a psychology of being. Princeton, USA: Van Nostrand. 

26. Graves C.W. (1970) Levels of existence: An open system theory of values. Journal of Humanistic 
Psychology, vol. 10, no. 2, pp. 131–155.

27. Schwartz S.H. (2012) An overview of the Schwartz theory of basic values. Online Readings in Psychology 
and Culture, vol. 2, no. 1. Available at: https://scholarworks.gvsu.edu/orpc/vol2/iss1/11/ (accessed 05 

February 2018). 

28. McLeod S. (2018) Maslow’s hierarchy of needs. Available at: www.simplypsychology.org/maslow.html 

(accessed 05 February 2018). 

29. Zinder E.Z., Telnov Yu.F., Yunatova I.G. (2011) Metodika postroeniya modeli kompetentsii na osnove 

professional’nykh standartov v oblasti IKT dlya sozdaniya programm dopolnitel’nogo professional’nogo 

obrazovaniya [The methodology of competence model design based on professional standards in ICT 

area for creation of the additional professional educational programs]. Economics, Statistics and 
Informatics. Vestnik UMO, no. 6, pp. 112–118 (in Russian).

30. Zinder E.Z., Yunatova I.G. (2012) Sistema metrik i otsenochnykh shkal znanii, umenii i sposobnostei 

v normalizovannoi modeli kompetentsii primenitel’no k sfere IKT [The system of metrices and 

evaluative scales of knowledge, skills and abilities in the normalized model of competences applied 

to the ICT area]. Proceedings of the XV Conference on Business Processes Reengineering and Knowledge 
Management Systems (BPR&KMS–2012). Moscow, 23–25 April 2012. Moscow: MESI, vol. 1, pp. 85–89 

(in Russian). 

31. Guzik S.V., Zinder E.Z., Yunatova I.G. (2013) Novaya paradigma inzhiniringa predpriyatiya i upravlenie 

sootvetstviem mezhdu rabochimi 

protsessami i kompetentnost’yu ikh ispolnitelei [A new paradigm of enterprise engineering and 

management of compliance between 

working processes and competency of their executers]. Proceedings of the XVI Conference on Enterprise 
Engineering and Knowledge 
Management (EE&KM–2013). Moscow, 25–26 April 2013. Moscow: MESI, pp. 90–100 (in Russian).

32. Zinder E.Z., Yunatova I.G. (2013) Conceptual framework, models, and methods of knowledge 

acquisition and management for competency management in various areas. Proceedings of the 4th 
International Conference on Knowledge Engineering and the Semantic Web (KESW 2013). St. Petersburg, 
Russia, 7–9 October 2013 (eds. P. Klinov, D. Mouromtsev). Berlin, Heidelberg: Springer, vol. 394, 

pp. 228–241.

INFORMATION SYSTEMS AND TECHNOLOGIES IN BUSINESS



BUSINESS INFORMATICS No. 3(45) – 2018

20

Exact time-efficient combined algorithm 
for solving the asymmetric traveling 
salesman problem1

Galina N. Zhukova
Associate Professor, School of Software Engineering  
National Research University Higher School of Economics 
Address: 20, Myasnitskaya Street, Moscow, 101000, Russia
E-mail: galinanzhukova@gmail.com

Mikhail V. Ulyanov
Leading Researcher, Laboratory of Scheduling Theory and Discrete Optimization
V.A. Trapeznikov Institute of Control Sciences, Russian Academy of Sciences; 
Professor, Department of Algorithmic Languages  
Lomonosov Moscow State University 
Address: 65, Profsoyuznaya Street, Moscow, 117997, Russia
E-mail: muljanov@mail.ru 

Mikhail I. Fomichev
Graduate of System and Software Engineering MSs Program 
National Research University Higher School of Economics 
Address: 20, Myasnitskaya Street, Moscow, 101000, Russia
E-mail: mikhail.fomichev94@gmail.com 

Аbstract

For practical, important tasks in the fi elds of economics and logistics, as well as in a number of 
technical applications, it becomes necessary to solve the traveling salesman problem (TSP). Quite 
often, the features of these problems lead to the traveling salesman problem in asymmetric formulation 
(asymmetric traveling salesman problem, ATSP). Moreover, in some practical applications it is 
desirable to obtain an exact solution. One of the known exact algorithms for solving the ATSP is 
an algorithm that implements the well-known branch and bound method. The known experimental 
estimates of its complexity on the average are exponential. However, this does not mean that for 
small dimensions of the problem (currently, no more than 70–75), the expected time for solving the 
individual problem is unacceptably high. The need to reduce the time for solving individual problems 
dictated by practice is associated with the use of various modifi cations of this algorithm, of which a 
modifi cation that involves storing truncated matrices in the search decision tree is one of the most 
eff ective. In this article, the authors rely on this modifi cation. Other possible improvements in the time 
effi  ciency of the software implementation of the branch and bound method are related, among other 
things, to obtaining the initial approximation by heuristic algorithms. As a result, we get a combined 
algorithm, in which, at the fi rst stage, some heuristics works to obtain the initial solution, from which 
the branch and bound method starts. This idea has been discussed for a long time, but the problem is 
that to reduce time, such a heuristic algorithm is needed that delivers a solution close to optimal which 
will be found quite fast. One of the possible solutions to this problem is the subject of this article. 

1 This work was supported by the Russian Foundation for Basic Research (project 
No. 16-07-00160 “Forecasting of time characteristics of efficient implementations of 
the branch and bound method for the traveling salesman problem relying on charac-
teristics of random matrixes and identification of generated times distribution”)
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Introduction

T
he traveling salesman problem (TSP) 

can be formulated as follows: the sales-

man is to find the cheapest tour between 

 cities, visiting each city once and only once 

(except origin) and returning to the city of ori-

gin. We call a tour the sequence of all cities which 

the salesman is to visit. Instead of ‘the travel cost,’ 

one can use distance, time or other indices. The 

cost of travel is known for all pairs of cities. In 

the mathematical field of graph theory, the TSP 

is defined in the following way: what is a mini-

mal Hamiltonian cycle in a complete weighted 

graph. This graph is represented by an adjacency 

matrix , which is called the cost matrix. 

The diagonal elements of the adjacency matrix 

are infinitely large numbers, because the graph of 

the road net does not contain self-loops. In the 

general case, the graph is directed. The Hamil-

tonian cycle of a graph we call a tour. The solu-

tion of the TSP is a tour with a minimum sum of 

arc weight. In such a formulation, the Traveling 

Salesman Problem belongs to the class of NP-

hard problems. That is why it relates to the intrac-

table problems of combinatorial optimization.

The TSP admits a variety of practical impor-

tant interpretations. For example: scheduling the 

operation of equipment with reconfigurations, 

optimization of crane operations, sequencing of 

burning slots in the manufacture of chips [1]. The 

cabling of computer networks, predicting protein 

The subject of the research in this article is the choice of the best heuristic algorithm which, when 
applied, leads to an increase in temporal effi  ciency in combination with the algorithm of the branch and 
bound method, and an experimental study of its software implementation in order to obtain an average time 
for solving individual problems. On the basis of the results obtained, recommendations are given on the 
limiting dimensions of the problem that allow for an acceptable solution time, something which is of interest 
in the practical application of this combined algorithm in the tasks of business informatics and logistics.
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function and representation of black and white 

images by a continuous line without intersections 

can also be reduced to the TSP [2] .

Presented in 1963 [3], the first exact algorithm 

for solving TSP was based on the branch and 

bound (B&B) method [4]. A detailed description 

of the earlier works of the Traveling Salesman 

Problem can be found in [5]. The present meth-

ods and approaches to the TSP are described in 

[6]. The issues of increasing the accuracy of the 

lower estimate of the cost of the tour can be found 

in article [7]. We do not give a description of the 

classical branch and bound algorithm for the TSP 

which can be found, for example, in [3; 8; 9].

Since a number of practical problems in the 

field of business informatics, logistics and eco-

nomic optimization are reduced to the TSP, 

there are an abundance of heuristic methods for 

solving it. But this does not mean that there is no 

need for exact solutions to the problem. Conse-

quently, one may ask:

 what is the biggest dimension value of the 

problem that can be solved exactly within an 

acceptable time?

 how can we increase this dimension value by 

the use of a modified exact algorithm with better 

time efficiency?

Since the 1960s, researchers have used a heu-

ristic algorithm for finding optimal or near-opti-

mal solutions (tours) for the individual TSP and 

then a start branch and bound algorithm with the 
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initial solution. It is intuitively clear that such an 

approach should reduce the number of vertices 

of the generated decision tree and therefore the 

time of finding the exact solution. In this case, 

we get a combined algorithm which contains a 

heuristic algorithm and B&B. The present arti-

cle is devoted to the description and the compu-

tational analysis of the combined algorithm with 

the Linn–Kernigan method as a heuristic part.

1. Definition of the task

We need to find a heuristic algorithm for the 

asymmetric traveling salesman problem that 

can help to reduce the total time of solving TSP 

by starting the branch and bound algorithm 

with the initial solution, hereinafter called the 

precomputed tour.

We introduce the following notations:

 – dimension of the problem (number of verti-

ces of the complete graph);

 – cost matrix of the individual asym-

metric traveling salesman problem that is an adja-

cency matrix of a directed graph without loops;

 – cost of a precomputed tour which is found 

by a heuristic algorithm;

 – the running time of the software 

implementation of the branch and bound algo-

rithm (in a certain hardware configuration) for 

the individual TSP, which is defined by cost 

matrix  with a precomputed tour of cost ;

 – the running time of a heuristic algo-

rithm;

N
0
(C) – the number of vertices of the search 

decision tree generated by the classical branch and 

bound algorithm (without a precomputed tour);

N
1
(C) – the number of vertices of the search 

decision tree generated by the branch and bound 

algorithm with the precomputed optimal tour;

 – sample average running time for 

software implementation of the classical branch 

and bound algorithm without a precomputed 

tour when the sample consists of individual 

problems with the same dimension ;

 – sample average running time for soft-

ware implementation of the branch and bound 

algorithm with a precomputed tour when the 

sample consists of individual problems with the 

same dimension ;

 – sample average running time for soft-

ware implementation of the heuristic algo-

rithm.

Our goal is to find such a heuristic algorithm 

that delivers the initial tour that decreases the 

running time of the B&B so that

                 (1)

for most cost matrices .

Since the branch and bound algorithm is 

highly sensitive to the features of individual 

problems, condition (1) does not mean the time 

reduction for every individual task. Thereafter, 

we apply the sample average:

                       . (2)

It is also of interest to find the threshold value 

 of the dimension of the problem such that a 

combined algorithm is more effective than the 

classical B&B when the TSP dimension  is more 

than . In order to predict the time efficiency, 

it is also necessary to approximate a dependence 

of the average running time on the dimension of 

the TSP.

2. How to reduce 
the running time of the branch 

and bound algorithm

In order to decrease the running time of algo-

rithms that implement the idea of the branch 

and bound method for solving the traveling 

salesman problem, various approaches are 

proposed. Some of them use storing reduced 

matrices in the nodes of the search decision 

tree [10]. There are also several combinations 

of exact and heuristic algorithms [11–13].

The paper [10] presents an experimental 

study of the impact of additional memory allo-
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cation for the storage of truncated cost matri-

ces in the nodes of the search decision tree in 

the range of TSP of dimension from 25 to 45. 

Table 1 presents a forecast based on the experi-

mental data [10]. This means that the software 

implementation of the algorithm with the stor-

ing matrices can be effectively used for finding 

the exact solution of the TSP of a dimension 

that is not more than 70 at an available RAM 

of 16 GB with the expected average calcula-

tion time of modern personal computers on the 

order of magnitude of one minute.

In developing a combination of the branch 

and bound algorithm and the heuristic algo-

rithms that deliver a precomputed tour, we will 

further use an implementation that does not 

include the storage of truncated cost matrices 

at the vertices of the search decision tree.

The authors of the study [12] sought to level 

out the shortcomings of the branch and bound 

algorithm with heuristic algorithms and tech-

niques for parallelizing program flows. How-

ever, they also pointed out that they clearly 

understood the fact that the results obtained 

are not reliable and had to be treated with great 

care.

3. The influence 

of the quality of a precomputed tour 

on the number of generated vertices

In the classical branch and bound algorithm 

for solving the TSP, there is no opportunity to 

begin cutting out the subtrees of the search deci-

sion tree until a tour is found. This is because 

the classical algorithm does not assume the 

presence of any tour at the time of the initial 

launch. In view of the particular nature of the 

problem, the decision tree can seriously grow 

until the first tour is found. Using a precom-

puted tour (which is known before the B&B 

algorithm is launched) can reduce the size of 

the search decision tree. Under the condition 

that a precomputed tour is close to the optimal 

one, a combined approach allows for less time 

to be spent on finding an optimal tour. That 

is because there is no need to create and visit 

unfavorable vertices of the search decision tree. 

The amount of additional memory required 

also decreases, since there is no need to store 

unfavorable vertices of the search tree.

Thus, the combined approach aims at reduc-

ing both the running time and the amount of 

memory required. However, the implementa-

Table 1. 
Resource characteristics forecast

Dimension

Prediction 
of optimal tour 

calculation time 
without additional 

memory

Prediction of 
optimal tour 

calculation time 
with additional 

memory

Time ratio 
prediction

Prediction 
of the average 

amount 
of additional 

memory required

45 1 s 0.2 s 5 30.71 MB

54 7 s 1 s 7 172.3 MB

70 11.7 min 1 min 11.7 12.47 GB

80 2.5 h 10 min 15 136.37 GB

88 19.6 h 1 h 19.6 924.26 GB

102 29.5 days 1 day 29.5 25.69 TB
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tion of the combined algorithm causes some 

problems. Obviously, the closer a precomputed 

tour is to an exact solution, the less time it takes 

to find the optimal solution by B&B. On the 

other hand, a precomputed tour must be found 

quickly. This means that the running time of the 

classical branch and bound algorithm should at 

least be no more than the total running time 

of the heuristic algorithm and the branch and 

bound algorithm with the precomputed tour. 

In other words, the use of a precomputed tour 

should be justified and rational.

According to [14], if a precomputed tour 

is optimal, then the search decision tree size 

is reduced by approximately 40%. The aver-

age number of generated vertices of the 

search decision tree for problems (of differ-

ent dimensions), obtained experimentally in 

[14] is presented in Table 2. The characteristic 

 shows the decrease of the size 

of the search decision tree by percentage if the 

precomputed tour for the branch and bound 

algorithm is optimal.

However, the sensitivity of the Branch and 

Bound algorithm to the quality of a precom-

puted tour is sufficiently high: if a precomputed 

tour is more than 5% larger than the optimal 

one, then, as was shown in [14], the search 

decision tree cannot be significantly reduced.

Table 2. 
The influence 

of the precomputed tour 

on the number of generated vertices

35 38%

40 38%

45 39%

4. Heuristic algorithms 

for calculating a precomputed tour

Heuristic algorithms are algorithms which do 

not necessarily deliver an exact solution. How-

ever, the solutions which can be found by these 

algorithms are usually quite close to an optimal 

one; moreover, they are available in a “reason-

able” time [15]. Unlike exact algorithms, heu-

ristic algorithms are usually fairly simple to 

implement, and they work faster. All heuris-

tic algorithms can be divided into the follow-

ing three types:

 greedy [16];

 swarm intelligence [17–19];

 improvement [20, 21].

In addition, there are many different algo-

rithms that are designed to solve particu-

lar cases of the TSP (for example, the metric 

traveling salesman problem [22]).

Preliminary analysis of the literature sources 

[14, 23, 24] allows us to conclude that repre-

sentatives of greedy and swarm intelligence 

heuristic algorithms cannot provide a suf-

ficiently high-quality solution for the time 

required in our formulation of the problem. 

Therefore, the use of the initial tours obtained 

by these algorithms is not reasonable. The sit-

uation is different with a lot of heuristic algo-

rithms that improve solutions.

In 1973, S. Lin and B. Kernigan presented an 

effective heuristic algorithm for the traveling 

salesman problem (the Lin–Kernighan algo-

rithm) [25]. It is based on the idea of an itera-

tive improvement of a randomly found tour. As 

shown by experimental results, this algorithm 

often even finds globally optimal solutions. At 

the same time, the complexity of the algorithm 

is approximately  [25].

Later, in 2000, K. Helsgaun proposed a mod-

ified implementation of the algorithm (the 

Lin–Kernighan–Helsgaun algorithm) [26]. 

This algorithm often provides an optimal solu-

tion in an acceptable time, even for problems 

of large dimension.

The algorithms considered are designed to 

solve the symmetric traveling salesman prob-

lem. However, using the improved method 

described in paper [27], any asymmetric trave-
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ling salesman problem (dimension ) can be 

reduced to the symmetric traveling salesman 

problem (dimension 2 ). Unfortunately, this 

transformation also affects the time of solving 

the asymmetric traveling salesman problem by 

the Lin–Kernighan–Helsgaun algorithm.

The main idea of the Lin–Kernighan–

Helsgaun algorithm is to transform a feasible 

solution by the replacement of some set of its 

arcs to another, which delivers a better feasible 

solution. The process goes on until there is an 

existing set to replace it with. All details of the 

algorithm are given in [26].

The efficiency of the Lin–Kernigan–Hels-

gaun algorithm is achieved, first of all, due to 

the effective strategy of the search sets of arcs 

described above. The search is based on the 

restriction of 5-opt replacements inside the set of 

possible candidates [26].

The author of [28] attempted to develop an 

algorithm that provides an optimal or very 

close to optimal solution relatively quickly. 

However, he did not pay attention to the com-

plexity of the implementation, and as a result, 

the last software implementation presented by 

the author consisted of about 10,000 lines of 

source code [28].

5. Combined algorithm 
and experimental results

To analyze the combination of the branch 

and bound algorithm with a heuristic Lin–

Kernigan–Helsgaun algorithm, an experi-

mental study of asymmetric traveling salesman 

problems of dimension 35, 37, 40, 43, and 45 

was carried out. The sample of TSP’s of the 

same dimension consisted of 100,000 individ-

ual problems (for each dimension value).

The experiments were carried out on a personal 

computer with the following characteristics:

 processor: Intel i7 8700K 4700 MHz;

 RAM: Corsair Vengeance LPX CMK

  32GX4M2B3466C16R DDR4 3466 MHz

 32 GB;

 motherboard: ASRock Fatal1ty Z370

  Gaming K6;

 operating system: Arch with kernel version 

4.14.13-1-ARCH.

To minimize operating system noise, back-

ground processes (for example, firewalls) 

unnecessary for the research were disabled, 

and the distribution did not contain the com-

ponents of the graphical interface (we used 

command line interface instead). Moreover, 

swapping was disabled, so that the speed of the 

HDD did not affect the running time of the 

implementation of the algorithm.

The algorithms was implemented in C++ 

and compiled into an executable program 

using the compiler gcc 7.2.1 20171224.

The combined algorithm was implemented 

in C++ and compiled into an executable pro-

gram using the compiler gcc 7.2.1 20171224.

We introduce the notation , which 

means the average running time of the soft-

ware implementation of the Lin–Kernighan–

Helsgaun algorithm where  denotes the 

dimension of TSP.

Average, minimal and maximal running time 

of the B&B algorithm implementation without 

a precomputed tour are presented in the first 

part of Table 3 ( , ,  corre-

spondingly, the sample size is 100,000).

The same characteristics of the imple-

mentation of the combined algorithm with a 

precomputed tour calculated by the Lin–Ker-

nighan–Helsgaun algorithm are denoted as

, , . These 

figures are presented in the second part of 

Table 3 (the sample size is 100,000). 

The experimental results obtained do not 

show such a significant reduction of the run-

ning time of the implementation of B&B com-

bined with Lin–Kernighan–Helsgaun algo-

rithm as can be expected based on Table 2. The 

reduction of the number of generated vertices 

of the decision tree by 38% does not provide 

a similar decrease of the running time of the 
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implementation of B&B. The reason is that 

calculation of the lower bounds of the verti-

ces of the decision tree takes time, but when 

the estimates are greater than the value of the 

precomputed tour no new vertices are created. 

In this case, the running time is spent without 

the creation of a new vertex of the search deci-

sion tree.

Approximation of the obtained experimental 

results by the method of least squares can be 

represented as

       ,  = 0.9999,    (3)

,

                              = 0.9999. (4)

The abscissa of the intersection point of these 

exponents is close to the integer point n = 43. 

Taking into account (3) and (4), we concluded 

that when the dimension of the TSP is more 

than , the combination of the branch 

and bound algorithm with the Lin–Kernigan–

Helsgaun algorithm delivers an exact solution 

faster (on average) than the classical B&B. In 

other words, the sample average running time 

of B&B with the Lin–Kernigan–Helsgaun 

algorithm is less than the sample average run-

ning time of B&B without an initial tour. The 

formula (4) provides the values of the dimen-

sion of TSP which can be solved using a com-

bined algorithm in time  or less. In this case, 

the largest dimension of the TSP is the solution 

of the equation

                           (5)

For example, when  microseconds 

(i.e. 5 minutes), a combined algorithm can 

deliver an exact solution of TSP of dimension 

up to n = 73. However, we should not forget 

that the method is very sensitive to the features 

of the individual problems, and the amount of 

running time of some TSP of dimension 73 can 

be significantly larger than 
 
micro-

seconds. Moreover, the requirement for addi-

tional memory can be significant.

The authors are aware that the accuracy of 

the extrapolation obtained is not high, and we 

have a fairly rough approximation. In general, 

we hope that when the dimension of the TSP is 

more than 70–75, the combined algorithm can 

solve the TSP significantly faster (on average), 

but we do not state that it is true for all individ-

ual tasks.

Conclusion

Thus, on the basis of the experimental 

research we conducted, the following conclu-

sions can be made:

 according to the calculated trend, when 

Table 3. 
Experimental results

    

35 78 009 312 4 866 390 84 080 3 629 4 200 069

37 128 072 357 63 857 740 133 791 3 691 39 814 733

40 261 729 435 34 998 093 264 468 3 840 26 352 357

43 539 085 504 66 511 234 531 160 5 127 58 208 012

45 859 599 578 123 629 945 831 424 6 232 78 427 649
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the dimension of the TSP is more than , 

the combined algorithm of B&B and the Lin–

Kernigan–Helsgaun algorithm works faster 

than the classical branch and bound algorithm 

for the asymmetric traveling salesman problem 

(on average);

 the branch and bound algorithm with a 

precomputed tour does not provide a solution 

to the traveling salesman problem in polyno-

mial time, however the use of an initial tour 

reduces the coefficient at  in the exponent in 

(3) by 4.4%, which is also a significant result;

 it is not efficient to use greedy or swarm 

intelligence heuristic algorithms for finding an 

initial tour, because the total time of the oper-

ation of the branch and bound algorithm and 

those heuristic algorithms is much more than 

the classical branch and bound algorithm 

(without a precomputed tour).

The authors see the further development of 

the study in a more detailed analysis of the dis-

tributions of running time of software implementations of the algorithms. 
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Аbstract

In this paper we describe an easy-to-implement algorithm for automated generation of the linguistic 
variable term membership functions to allow for information search in a relational database based on 
qualitative criteria by means of the SQL query language.

The proposed algorithm makes it possible to calculate the parameters of the triangular and trapezoid 
membership functions taking into account the distribution of the variable of interest stored in the database. 
The algorithm defi nes the intervals covered by the term bases, so that each interval contains about the 
same number of values. Upper bounds of the defi ned intervals are used to calculate the parameters of 
membership functions. The parameters of the membership functions generated with this algorithm can be 
easily calculated with the limited computational means of the SQL language. 

We review the algorithm realizations for the generation of 3 and 5 terms of a linguistic variable based on 
a sample from a database containing 100 or 500 diff erent values. 

The membership functions obtained through the algorithm have the required properties of orderliness, 
completeness, consistency and normality. They do not require further approximation. Unlike the known 
methods, the algorithm does not require signifi cant computing resources, the use of specialized software, 
settings confi guring, or a training set formation. 

The algorithm implementation creates opportunities to support fuzzy search queries in relational 
databases using the means of the SQL language, as limited as they are. Thus, the system’s level of intelligence 
would be increased, and the user would be provided with the means of search query formulation in a natural 
language. The linguistic variable terms generated using our algorithm can be used within the framework of a 
fuzzy rule-based knowledge base of an information system, as well as to perform fuzzy inference.

Key words: relational database; SQL language; fuzzy logic; linguistic variable; fuzzy set; membership 

function. 
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Introduction

A
t the core of any information system 

lies a database that stores the infor-

mation processed by the system. One 

of the functions of the system is searching the 

database for any requested data. Currently, 

relational databases that support the search 

for information using SQL language are the 

most widely used. Composing a search request 

in SQL requires the user to set definite ranges 

for the values of the data being requested, 

something which is often impossible due the 

lack of such information. Moreover, the user, 

especially a novice, is better accustomed to 

using qualitative search criteria that could be 

expressed verbally. This kind of user-system 

interaction is also more convenient for the user. 

In an implementation of information search 

in a database based on qualitative criteria, the 

tools of fuzzy logic can be used. They involve 

the use of linguistic variables and the genera-

tion of corresponding base term sets (fuzzy 

sets) that provide a quantitative interpretation 

for the qualitative search criteria [1–5]. 

Performing a fuzzy search query in a rela-

tional database requires converting it first into a 

command of the standard SQL language. Paper 

[6] describes such a conversion procedure that 

is implemented with the help of the graphical 

interface of the information system. Within 

this procedure, the values of the membership 

functions of the fuzzy sets used are calculated 

on-the-fly in the course of performing an SQL 

query. Linguistic variable terms are represented 

by parametric fuzzy numbers with trapezoid 

and triangular membership functions. Their 

parameters can be easily calculated using the 

commands of the SQL language, which is not 

intended for complex calculations. 

This paper [6] uses the assumption about a 

uniform distribution of the data sampled from 

the database to find the parameters of the terms. 

This assumption limits the applicability of the 

proposed method and might lead to unaccep-

table results when it is not valid. In particular, 

if the distribution of the experimental data is 

nonuniform, it might happen that no values at 

all from the database would be in the base of 

some terms. To avoid such issues, a calculation 

of the terms’ parameters must take the exper-

imental data distribution into account. The 

term bases must contain approximately equal 

numbers of values available in the database. 

Traditionally, the membership functions 

of the linguistic variable terms are generated 

based on expert information, which makes the 

procedure difficult to automate. For this rea-

son, many researchers have made considerable 

effort towards the development of algorith-

mic methods of membership function gener-

ation. The papers [7; 8] provide an overview 

of the existing methods of automatic genera-

tion of membership functions. Among them 

are the methods of inductive logical infer-

ence [9], fuzzy c-means clustering methods 

[10–13], neural networks [14; 15], histograms 

[16], methods based on fuzzy entropy and 

other special measures [17; 18], genetic algo-

rithms [19–21], ant colony system algorithms 

[22], heuristic algorithms [23], and particle 

swarm optimization [24]. The characteristics 

of the aforementioned methods are presented 

in Table 1 [8]. 

All the methods listed above have been devel-

oped for particular applications of classifica-

tion and are used to assign experimental data to 

fuzzy sets. However, they are not guaranteed to 

produce uniform distribution with an approxi-

mately equal number of elements in each set.

Paper [25] proposed a method of partition-

ing a source sample of values into intervals that 

contain equal numbers of values. However, 

using this method one might see identical val-

ues being assigned to different intervals, which 

defeats the purpose of classification. 

The membership functions generated using 

the above methods do not always meet the 

necessary conditions of being ordered, com-

plete, consistent, or normalized [2; 4], and still 
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require further approximation. For example, 

the Gaussian membership functions generated 

by the particle swarm optimization are subnor-

mal [8]. 

The existing algorithmic methods of gener-

ating membership functions typically have a 

high computational complexity. Using neural 

networks makes it necessary to provide a train-

ing set. The genetic algorithms, ant colony sys-

tem algorithms, and particle swarm optimiza-

tion methods require an objective function to 

be specified. They are also notorious for their 

large time to convergence and the possibility 

of their convergence to a local optimum. The 

implementation of most methods listed above 

requires some specialized software.

In this paper, we propose a simple-to-imple-

ment method for automatic generation of the 

membership functions for linguistic variable 

terms. The method takes into account the dis-

tribution of values of the parameter at hand 

stored in a database, which makes it possible to 

assign an approximately equal number of val-

ues to each term base. In addition, this method 

can be used to generate an arbitrary num-

ber of membership functions that possess the 

required properties.

1. Problem formulation

Tables of a relational database store numer-

ical values of objects’ characteristics used by 

an information system that must be evalu-

ated and selected based on some qualitative 

fuzzy criteria (for example, “low,” “medium,” 

“high”). To perform a fuzzy search query, 

one has to provide linguistic variables corre-

sponding to the properties being evaluated. To 

enable the automatic generation of a linguis-

tic variable, we need an algorithm that would 

allow us to calculate the number and param-

eters of the membership functions of the lin-

guistic variable terms. The choice of the num-

ber of values (terms) of the linguistic variable 

is up to the user. The basic scale of a linguistic 

variable is specified based on a set of all values 

of the property under investigation obtained 

Table 1.
Characteristics of the methods 

of automatic generation of membership functions

Methods

Characteristics

Source 
of information

Area 
of applicability

Shape of the 
membership functions

Number 
of fuzzy sets

Neural networks dataset classification arbitrary fixed

Histograms dataset image recognition, 
classification Gaussian arbitrary

Fuzzy c-means 
clustering dataset classification triangular, trapezoid fixed

Genetic algorithms dataset and expert 
estimates controllers triangular, trapezoid, 

Gaussian fixed

Ant colony system 
algorithms dataset data analysis, controllers arbitrary arbitrary

Particle swarm 
methods

dataset and expert 
estimates

controllers, image 
processing

Gaussian, triangular 
S-shaped fixed

Other methods dataset classification, controllers triangular, Gaussian 2–9
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from the database and is given by the interval 

, where  is the minimum value 

of that property and  is the maximum value 

of that property. Each term base must con-

tain an approximately equal number of values 

of the property being evaluated that are avail-

able in the database. The set of values and their 

frequencies can be obtained from the data-

base using an SQL query as a sorted (ascend-

ing) matrix 
 

, where the number of rows  

is the number of different measurements (val-

ues of the parameter at hand in the database), 

the matrix elements  are the values of the 

-th measurement, and  are the frequencies of 

the -th measurement, . The mem-

bership functions we are seeking to generate 

should be defined in such a way that their val-

ues could be easily calculated by means of the 

SQL language, which falls short of the compu-

tational efficiency of a universal programming 

language. The membership functions must 

meet certain requirements [2; 4].

We will represent the terms of a linguistic 

variable by parametric fuzzy numbers with the 

most common trapezoid and triangular mem-

bership functions. We will use the trapezoid 

membership functions for the minimum and 

maximum terms, and the triangular member-

ship functions for the rest of the terms. The 

above choice of the membership function types 

was influenced by our goal to ensure the pos-

sibility of calculation on-the-fly while running 

an SQL query, considering the limited capa-

bilities of SQL language. The calculation of 

the values of the membership functions is per-

formed according to the following formula: 

       , (1)

where  are the parameters of the 

membership function .

Let us split the base of the term into two 

intervals. The total number of such intervals is 

, where  is the number of terms. Fig-

ure 1 shows the shape of the membership func-

tions of linguistic variable terms. Their param-

eters and the upper bounds of the values of the 

intervals are provided. The following notation 

is used: 

 
 – the -th term; 

 – the parameters of the -th term, 

i = 1, ..., l; 

 – the upper bound of the values of the -th 

interval, .

T
1            

T
2           

T
3          

T
4                       

T
5

Fig. 1. Membership functions of linguistic variable terms

We need to define the intervals covered by the 

term bases so that each interval would contain 

an approximately equal number of values of the 

property at hand, and moreover, so that iden-

tical values would lie within the same inter-

val. The upper bounds  of the intervals being 

defined are used to calculate the parameters , 

 of the terms membership functions and 

are given by the quantiles of the uniform dis-

cretization of the source sample.
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Based on the aforementioned matrix , the 

number  of values that must lie within each 

interval, assuming a uniform distribution, is 

given by the equation

,

where  is the total number of measure-

ments (the sample size). 

Let us define the vector , its components 

being the numbers of measurements within each 

interval. Then the -th component of the vector

 is the number  of measurements within the 

-th interval ( ):

,

where  is the set of numbers  of the rows of 

matrix  that contain the values of the fre-

quencies  included in . 

Let us denote by  the largest element of 

: . Then, to calculate the quantiles  

( ), we only need to choose  to 

be such elements ( ) of matrix 

that the function 
 

 is mini-

mized. Alternatively, another equivalent crite-

rion of optimality could be used: 

.

The value  coincides with the largest value in 

the sample: . 

The optimization is performed under the fol-

lowing conditions: 

;

for 
 
(j = 1, ..., l +1) , 

( ), where , ;

for j
1
, j

2
, j

1
  j

2
 , for which , , 

G
1
  G

2
 =  are defined.

To obtain non-trivial and nondegenerate 

solutions, the number  of the terms must obey 

the following condition: . The num-

ber of measurements contained in each of  

intervals cannot be smaller than the maximum 

frequency of the measurements, therefore

 
. This means that the number

 of the terms must meet the following condition: 

                      (2)

The parameters  of the terms’ mem-

bership functions are found as follows:

2. Algorithm for generation 

of membership functions

Let us find the actual number  of the mea-

surements that get assigned to the -th inter-

val ( ) and the parameters  

of the linguistic variable terms according to the 

following algorithm:

Step 0. Verify that the conditions (2) of the 

existence of non-trivial and nondegenerate 

solutions are satisfied. If the conditions (2) are 

satisfied, then go to Step 1.

Step 1. Initialize  ( ).

1.1. For each  (j = 1, ..., m – 1), find  as 

follows

1.2.1. Initialize  (  ).

1.2.2. While   , consequentially accu-

mulate the values  in :

 .

1.2.3. If   , then find  and :

Here  is the difference between the required 

number  of measurements within the inter-

val and the actual number  of measurements 
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within the -th interval, not counting the -th 

measurement;  is the difference between the 

actual number  of measurements within the 

-th interval (counting the -th measurement) 

and the required number  of measurements. 

The value of  shows how much the number of 

measurements within the -th interval is smaller 

than the required number (the shortage), while 

the value of  shows how much the number of 

measurements within the -th interval is greater 

than the required number  (the surplus).

1.2.4. If the shortage without the account 

for the last measurement is smaller than the 

surplus (R < Q), then remove from  the last 

measurement added to it h
i2
: 

 

1.2.5. Define the upper bound p1
j
 of the -th 

interval as follows: p1
j 

.

1.3. Find the number z1
m
 of measurements 

that are assigned to the last -th interval:

1.3.1. Initialize z1
m
 (z1

m  
).

1.3.2. Add to z1
m
 all the remaining measure-

ment: for all  ( ) 

  
.

1.3.3. Define the upper bound  of the 

-th interval as follows: .

Step 2. Find the total deflection  of the 

number of measurements from the required : 

.

Step 3. Repeat the calculations  by process-

ing the rows of matrix  in reverse order begin-

ning with the last row:

3.1. Initialize .

3.2. Define the upper bound p2
m
 of the -th 

interval as follows: .

3.3. For each  (j = m, ..., 2), find z2
j 
 as fol-

lows:

3.3.1. Initialize z2
j
 (z2

j  
).

3.3.2. While z2
j
 < n, consequentially accu-

mulate the values h
i2
 in z2

j
:

 .

3.3.3. If z2
j
  

 
, then find R and Q:

  

  .

3.3.4. If R < Q, then remove from z2
j
 the 

value h
i2
:

 

3.3.5. Define the upper bound  of the 

previous (  – 1)-th interval as follows: 

 
.

3.4. Find the number z2
l 
 of measurements 

assigned to the first interval:

3.4.1. Initialize z2
j
 (z2

j  
).

3.4.2. Add to z2
l  

all the remaining measure-

ment: for all  (i = i – 1, ..., l) 

z2
l  
:= z2

l 
+ h

i2
.

Step 4. Find the total deflection  of the 

number of measurements from the required : 

.

Step 5. Find the values of the parameters a
j
, 

b
j
, c

j
, d

j 
of the linguistic variable terms using the 

elements of vector  corresponding to the dis-

tribution  of measurements for which the least 

total deflection  is achieved (if , then 

use vector  corresponding to the distribution 

 of measurements, otherwise use  corre-

sponding to ) as follows:

a
1
:= h

11

b
1
:= h

11
.

Let . 

Then for each j (j = 1, ..., m – 1) do:

if j = < m – 1, then c
j 
:= p1

j
, a

j+1 
:= p1

j 
;

if j > 1, then d
j – 1 

:= p1
j 
, b

j 
:= p1

j 
;

c
m – 1

:= p1
m
;

d
m – 1

:= p1
m
.
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3. Analysis of the results produced 

by the algorithm

We consider the realizations of the above 

algorithm used to generate 3 and 5 terms of 

a linguistic variable based on samples from a 

database that contained 100 or 500 different 

values. 

For a sample of 100 values and 3 terms, the 

number of intervals  = 4; the number of val-

ues per interval  = 100/4 = 25; the number of 

distinct measurements (the number of rows of 

matrix  of the values and their frequencies) 

 = 20. The source data (the elements of matrix 

) along with the results of Steps 1-4 of the 

algorithm are presented in Table 2. 

Table 2 demonstrates that the total deflec-

tion of the number of measurements from 

the required  for the downward processing of 

matrix  is greater than that for the reverse pro-

cessing ( ), therefore the parameters of the 

membership functions are defined using vector 

 . The values of the parameters of member-

ship functions calculated at Step 5 of the algo-

rithm are presented in Table 3.

Table 2.
Source data and the results of steps 1-4 of the algorithm

Row 
number 

of matrix 

Elements of matrix  

Interval 
number 

  

Number 
of measure-
ments in the  

-th interval 

Upper 
bound of 
the  -th 
interval 

Variance 

Number 
of meas-
urements 
in the -th 

interval 

Upper 
bound
 of the  

-th 
interval 

VarianceValue 
of the -th 
measure-
ment 

Frequency
 of the  -th 
measure-
ment 

1 354 5

1 28 718

12

21 718

10

2 616 5

3 662 5

4 695 4

5 699 2

6 718 7

27 770

7 741 2

2 26 784

8 745 5

9 758 2

10 764 2

11 770 9

12 784 6

24 791
13 785 2

3 27 800
14 790 14

15 791 2

16 800 9

28 855

17 810 11

4 19 855
18 813 5

19 814 2

20 855 1
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Table 3.
Parameters of membership functions 

calculated by the algorithm

Membership 
function 

number    

Parameters 
of the  -th membership function

a
j

b
j

с
j

d
j

1 354 354 718 770

2 718 770 770 791

3 770 791 855 855

Plots of the membership functions for 3 and 

5 terms obtained through the algorithm are 

shown in Figures 2 and 3, respectively. The 

experimental data sampled from the database 

are presented by histograms in the figures. 

The shape of the membership functions cal-

culated without the account for the distribution 

of experimental data for the same data samples 

are shown in Figure 4.

As seen from Figures 2 and 3, the proposed 

algorithm generates the membership functions 

for the linguistic variable terms that meet all 

the essential requirements [2; 4]. In particu-

lar, it is ensured that each term base contains 

an approximately equal number of values. By 

contrast, the membership functions generated 

without the account for the experimental data 

distribution (see Figure 4) do not possess the 

required properties and require further approx-

imation.

Fig. 2. Membership functions for 3 terms 
of the linguistic variable “Item price” 

for a sample of 100 price values

1
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0
350   400    450     500     550    600     650    700     750     800    850
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Membership function 1
Membership function 2
Membership function 3
Experimental data

350   400    450     500     550    600     650    700     750     800    850

Fig. 3. Membership functions for 5 terms 
of the linguistic variable “Item price”

for a sample of 100 price values

Membership function 1
Membership function 2
Membership function 3
Membership function 4
Membership function 5
Experimental data
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0
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Conclusion

The proposed algorithm makes it possible 

to automate the procedure of generating the 

membership functions for the linguistic vari-

able terms. The parameters of such member-

ship functions can be stored in a database and 

later used to submit fuzzy queries in SQL lan-

guage. In contrast to the existing methods of 

automatic generation of the membership func-

tions, our algorithm is simple to implement, 
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specified number of triangular and trapezoid 

membership functions. The membership func-

tions generated with the help of this algorithm 

take into account the experimental data distri-

bution. Additionally, the respective term bases 

of the linguistic variable contain approximately 

equal numbers of values selected from the 

database. The membership functions obtained 

through this algorithm possess all the required 

properties [2; 4] and do not necessitate further 

approximation. At the same time, the algo-

rithm was developed for the solution of the 

particular problem stated above, and cannot be 

claimed to be universal. 

The algorithm implementation creates 

opportunities to support fuzzy search queries 

in relational databases using the means of SQL 

language, as limited as they are. Thus, the sys-

tem’s level of int elligence would be increased, 

and the user would be provided with the means 

of search query formulation in a natural lan-

guage. The membership functions of the lin-

guistic variable terms generated using our algo-

rithm can be used within the framework of a 

fuzzy rule-based knowledge base of an infor-

mation system, as well as to perform fuzzy 

inference. 

350   400    450     500     550    600     650    700     750     800    850

Membership function 1
Membership function 2
Membership function 3
Experimental data

1

0,8

0,6

0,4

0,2

0

Item price, rub.

Fig. 4. Membership functions for 3 terms 
of the linguistic variable “Item price” 

generated without the account 
for the experimental data distribution 

for a sample of 100 price values

does not require considerable computational 

resources or specialized software, is free of 

adjustable parameters, does not require a train-

ing set, and enables the generation of any user-
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Аbstract

Knowledge management (KM) is a practice where knowledge is captured, distributed and utilized 
eff ectively, leading to enhanced productivity and performance of an organization. The prime objective 
of this study is to examine the infl uence of KM processes and capabilities on the performance of small 
and medium-sized enterprises (SMEs) in Saudi Arabia. KM capabilities comprise people, IT, the 
organizational structure and the organizational culture, which are measured in this research by T-shaped 
skills, IT support, the level of centralization, and learning. The other dimension is KM processes, which 
consist of accessing, generating, embedding, representing, facilitating, using, measuring and transferring 
knowledge. Moreover, KM performance is measured via two factors: the organization’s fi nancial 
performance and customer satisfaction.

The research reviews previous literature related to the KM components (processes, capabilities and 
performance) to develop the research model and a number of hypotheses to evaluate the research problem. 
The data is collected through a questionnaire-based survey completed by a total of 126 managers working 
in diff erent sectors of Saudi SMEs. With the help of a number of statistical tests, the research study found 
that that the KM capabilities, IT support, learning culture, decentralized structure and the people of the 
organization contribute to the success of KM practices or processes, validating the theoretical model. 
The results also show that KM processes, including accessing, generating, measuring, transferring, use, 
embedding, representing and facilitating, are positively associated with the performance of SMEs in 
Saudi Arabia.
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Introduction

T
he concept of knowledge management 

(KM) originated in 1990s and empha-

sized management of knowledge and 

information holistically in an organization. 

The process where knowledge is captured, 

distributed and utilized effectively is desig-

nated as KM [1]. It is an integrated approach 

to recognize, store, assess, retrieve and share/

disseminate all the information assets of an 
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organization. The information assets consist 

of procedures, policies, documents, databases, 

and uncaptured experience and expertise pos-

sessed by individual workers [2]. 

The main purpose of knowledge manage-

ment (KM) in organizations is to enhance pro-

ductivity and performance through acquir-

ing, using or applying knowledge, converting 

it into useful forms, and embedding it by sys-

tematic and intentional methods in the organi-

zation’s routine. To understand the concept of 

KM, it is essential to know the organization’s 

innovation process, where individuals explore 

creative problem-solving methods. The new 

marketplace’s dynamic nature has originated 

an incentive or a competitive need to recon-

cile and consolidate knowledge assets to create 

sustainable value. Many companies around the 

world are introducing extensive KM practices 

to achieve competitive sustainability [3].

The relationship between KM performance, 

processes and capabilities has been examined 

by most of the studies such as [4] and [5]. Some 

studies emphasized the linkage between KM 

capabilities and processes, while others focused 

on the association between organizational per-

formance and capabilities [6; 7]. However, very 

few empirical studies have been conducted with 

respect to an integrative framework related to 

KM. Lee and Choi [4] based on relevant theo-

ries, stressed the integrative approach of the var-

iables related to KM and presented a framework 

which includes organizational performance, 

intermediate outcomes, KM processes and 

enablers. It is important to identify and assess 

various factors within an organization that are 

essential for performance measurement of KM 

with a balanced view. This provides a better 

understanding of success and failure and KM.

This research study investigates the structural 

relationships among different KM value chain 

factors: KM capabilities, KM processes and 

small and medium enterprises’ (SMEs) perfor-

mance. For this purpose, the research study is 

divided into two phases. The first phase consists 

of reviewing the literature on KM performance, 

processes, and capabilities to evaluate the core 

KM value chain constructs, and suggests the 

KM’s integrated framework. The second phase 

conducts a survey among SMEs in Saudi Arabia 

in order to examine this framework.

Similar research has been performed by Lee 

and Lee [7] to investigate the structural relation-

ships between KM capabilities, KM processes 

and organizational performance. However, the 

current study investigates these relationships in 

different contexts. It is well known that the organ-

ization’s size has an effect on its operations and 

decisions, thus it is argued that the results that 

have been found in large organizations could be 

different from SMEs. Moreover, little research 

has been conducted in the Saudi context, which 

has a different culture and regulations that can 

influence organizational activities and practices. 

This research contributes to the KM literature in 

the Saudi SME context by answering the follow-

ing question: “to what extent do KM processes 

and capabilities have an influence on SME per-

formance in Saudi Arabia?”

1. Review of the literature 

This section presents a review of existing 

literature on the research components: KM 

capabilities, KM processes and organizational 

performance.

1.1. KM capabilities

For effective competition, organizations 

should leverage their existing knowledge and 

create new knowledge. Based on the organiza-

tion’s ability to manage their existing and new 

knowledge, their position in the market can be 

determined. The task requires organizations to 

develop the ability to use their previous knowl-

edge, all of which facilitates recognition, assim-

ilation and application of new information to 

create new capabilities and knowledge [8]. For 

effective KM, previous research studies have 

suggested that the KM capabilities are organi-

zational resources or preconditions [3; 4; 9–11].

According to Krogh, Nonaka and Aben [12], 

the infrastructure of KM can be defined as the 
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mechanism of an organization to create knowl-

edge intentionally and constantly. Their study 

explained five factors of KM infrastruсture, which 

consist of (a) human resources; (b) employees’ 

relationships; (c) the organizational structure; 

(d) conversation between employees; and (e) the 

will to generate knowledge. Quinn [8] stated that 

in order to utilize the organizational knowledge 

assets, organizations must perform many activi-

ties such as developing a systematic organiza-

tional structure, developing technological capa-

bilities and employees’ abilities.

Gray [11] has found that the alignment between 

the organizational KM practices, knowledge cre-

ation, knowledge storage and retrieval can pos-

itively influence organizational performance. 

According to Gray [11], KM practices consist of 

(a) construction of a knowledge repository; (b) 

formal training; (c) talk rooms of research and 

development of employees related to the pre-

sent tasks; (d) communities of practices; and (e) 

informal knowledge fairs. 

An empirical exploration for the KM model 

that views KM from the capabilities perspective 

is performed by Gold, Malhotra, and Segars [3]. 

This model suggests that there are some essen-

tial preconditions for KM effectiveness such as 

a knowledge infrastructure (organizational cul-

ture, structure and technology) and knowledge 

processes (knowledge acquisition, transforma-

tion, application, and conservation). Lee and 

Choi [4] discussed KM capabilities and pro-

cesses, and explained that the management of 

knowledge within an organization consists of 

knowledge processes and the enablers which 

support and maintain these processes. Accord-

ing to them, the KM enablers (capabilities) con-

sist of IT support, people and the organizational 

structure and culture. 

1.2. KM processes

KM processes are addressed by a number of 

works in the literature and research which clas-

sified the concept of KM into a number of pro-

cesses [3; 4; 13–15]. The researchers have iden-

tified various key processes such as knowledge 

acquisition, knowledge transfer, knowledge 

creation, knowledge integration, knowledge 

exploitation and knowledge capturing [16–19]. 

For instance, Alavi and Leidner [20] discussed 

KM processes as creation, transfer, storage and 

application. Gold, Malhotra, and Segars [3] 

grouped/assembled a number of capabilities 

into the four main processes: knowledge acqui-

sition, knowledge conversion, knowledge appli-

cation and knowledge protection.

In another study, Lee and Choi [4] explored 

only knowledge creation, utilizing the Nonaka 

and Takeuchi [21] SECI model (socialization, 

externalization, combination and internaliza-

tion). Another classification for KM processes 

was introduced by Ruggles [22] as:

 generating new knowledge and using exter-

nal valuable knowledge;

 using incentives and developing a culture 

to facilitate knowledge growth, and document-

ing knowledge through software, databases and 

documents;

 routinizing the accessible knowledge and 

embedding it within organization norms and 

procedures;

 disseminating the existing knowledge and 

determining its impact and value on the organi-

zation.

1.3. Organizational performance

Among the management activities, perfor-

mance measurement is considered to be one of 

the most important areas. The measurement of 

performance becomes the basis of achievement 

and establishment of strategy within the organi-

zation, because it evaluates how successful the 

organization is in achieving its strategic tar-

gets and communicating its vision to its stake-

holders. The conventional tools of performance 

measurement, which mainly include finan-

cial reporting, enable organizations to compare 

their performance with others. However, these 

financial indicators are not the only indicators 
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that can measure the organization’s perfor-

mance. Intangible assets such as knowledge play 

a vital role, apart from tangible assets in deter-

mining the growth and worth of organizations. 

Therefore, there were many attempts to meas-

ure organizational performance based on their 

tangible and intangible assets [4; 6; 23–27]. 

In a research study conducted by Sveiby [28] 

to assess organizational performance, an intan-

gible asset monitor (IAM) was established. This 

IAM is used to measure intangible assets’ per-

formance, which include market, structural, 

and human capital. These performance indica-

tors presented by the intangible asset monitor 

are simple and plain, and it classifies intellectual 

capital by external and internal structure and 

employee capabilities. It further provides three 

performance indicators: stability, efficiency and 

innovation/growth. 

One of the most known performance meas-

urements at strategic level tools is called the bal-

anced scorecard (BSC). This was developed by 

Kaplan and Norton [24]. The BSC measures 

organizational performance based on four main 

perspectives: financial perspective, customer 

perspective, internal processes perspective, and 

innovation and learning perspective. Previous 

research studies have measured organizational 

performance with respect to market share, busi-

ness size, innovativeness, growth rate, profita-

bility and success from a subjective point of view, 

in comparison with the key competitors, to con-

sider both operational and financial issues. 

Arora [23] evaluated the purposes of KM, 

which include enhancement of employees’ 

jobs through extended cooperation, innovation 

or creation of new knowledge. To support over-

all KM, Arora proposes communities of prac-

tice activations and construction of a knowl-

edge repository. Gooijer [25] also discussed the 

importance of KM and proposed a methodol-

ogy to measure organizational performance by 

introducing KM balanced scorecards. Accord-

ing to Gooijer, KM is a practice that enhances 

integration, collaboration and cooperation 

among employees.

2. Research model

This section discusses the main variables 

based on our review of the literature and identi-

fies the major factors related to KM capabilities 

and processes. It further presents our research 

hypotheses.

2.1. Variables

2.1.1. KM capabilities

The KM capabilities incorporated in the study 

model include information technology (IT), 

organizational culture, organizational struc-

ture and people. The research study proposes 

that KM is influenced by IT and its capabili-

ties. In this era of increasing innovation, the use 

of IT plays a crucial role for the success of any 

organization. IT is employed widely to estab-

lish networks or channels for people to connect 

and reuse the codified knowledge. IT also plays 

a significant role in creation of new knowledge 

by facilitating conversation and enabling sharing, 

using and storage of knowledge [29]. This study 

therefore focuses on the capability of IT in the 

form of IT support, which is an essential part of 

the KM function. 

For successful KM, the organizational culture 

also plays an important role. The organizational 

culture determines the organization’s values and 

norms, and it is often considered as the most sig-

nificant factor in KM success. The culture of 

sharing knowledge within an organization is ben-

eficial for long-term success, which is associated 

with organizational learning. Thus, this research 

study focuses on the organization’s learning as 

the dimension for organizational culture. 

The third important factor is the organiza-

tional structure, which may inhibit or encour-

age the KM function. The impact of the organi-

zational structure on KM is widely recognized 

[30]. In this research study, the structure of 

an organization is measured by the degree of 

centralization, which is a key structural fac-

tor and signifies the concentration of decision-

making and control within the organization. 
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People are the key factor in an organization to 

create and share knowledge, and they are there-

fore crucial to be managed effectively. Organi-

zations acquire competences and knowledge 

by recruiting new members/people with the 

required and unique skills desired by the organ-

ization. Particularly, the employees T-shaped 
skills are considered as part of the core capa-

bilities. In the individual specialist, these skills 

may enable synergistic conversation within the 

organization.

2.1.2. KM processes

Previous studies have acknowledged the pro-

cesses and capabilities of KM as the anteced-

ents for organizational performance. However, 

literature has also identified the organization’s 

capabilities as knowledge process precondi-

tions. Therefore, it is essential to understand 

the impact of an organization’s capabilities on 

its KM processes. Considering KM processes 

as essential in the organization is based on the 

process-based view. 

This research study adopts eight processes 

of KM to examine their role as proposed by 

Ruggles [22]: knowledge generation (gener-
ating), accessing external knowledge (access-
ing), facilitation of knowledge growth (facilitat-
ing), knowledge documentation (representing), 

knowledge embedment in processes and routine 

(embedding), knowledge use in decision mak-

ing (usage), knowledge transfer among organ-

ization (transferring) and measurement of 

knowledge impact and value (measuring).

2.1.3. SME performance

The behavior of employees and managers is 

strongly affected by measuring organizational 

performance. From the KM perspective, the 

performance of an organization can be meas-

ured by a number of methods, which can cat-

egorized into balanced scorecard, intangible 

benefits, intellectual capital and financial meas-

ures. According to Kaplan and Norton [24], as 

compared to the tangible or intangible meas-

urement approaches, and the intellectual capi-

tal approach, the balanced scorecard method is 

more beneficial and useful, since it provides the 

cause and effect associations between organiza-

tion strategies and knowledge components.

For measuring organizational performance, 

this research study has adopted a modified 

method of the balanced scorecard which focuses 

on measuring customer satisfaction and finan-

cial outcomes, following the same approach of 

Lee and Lee [7]. 

The diagram below (Figure 1) presents the 

research model. The KM capabilities com-

prise people, IT, organizational structure and 

organizational culture, which are represented 

by IT support, centralization, T-shaped skills 

and learning. KM processes according to this 

model consist of accessing, generating, embed-

ding, representing, facilitating, usage, measur-

ing and transferring knowledge. Moreover, KM 

performance is divided into the organization’s 

financial performance and customer satisfac-
tion.

Fig. 1. The research model

Customer 
satisfaction

Financial 
performance

Knowledge accessing
Knowledge generating
Knowledge embedding
Knowledge representing
Knowledge facilitating
Knowledge usage
Knowledge measuring
Knowledge transferringOrganizational culture (learning)

Organizational structure (centralization)

People (T-shaped skills)

Information technology (IT support)
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2.2. Hypotheses

The research hypotheses are derived from 

the review of the literature review based on the 

theoretical statements on KM. The follow-

ing hypotheses relate to information technol-

ogy support, learning, centralization, T-shaped 

skills, and performance of the organization.

2.2.1. T-shaped skills

According to Leonard-Barton [31], the 

T-shaped skills are both broad and deep, as indi-

cated by the shape of the letter ‘T’ with its hor-

izontal and vertical parts. As discussed before, 

the research study has considered the T-shaped 

skills to measure the KM capabilities’ variable – 

people. The processors of the T-shaped skills 

can explore particular knowledge domains. For 

creating new knowledge, the employees/people 

having T-shaped skills are considered very use-

ful, because of their ability to integrate different 

knowledge assets.

The people with T-shaped skills can com-

bine both practical and theoretical knowledge, 

and have the ability to observe how the inter-

action among different branches of knowledge 

takes place. Therefore, across several functional 

areas, they have the ability to expand their com-

petence and create new knowledge. Hence the 

related hypothesis for the T-shaped skills is:

Hypothesis 1: There is a positive association 

between KM processes and the T-shaped skills of 

the members of an organization.

2.2.2. Centralization

In this research study, the structure of the organ-

ization is measured by the degree of centraliza-

tion. Centralization in an organization hinders 

frequent sharing of ideas and interdepartmental 

communication, due to consumption of time in 

the communication channels, and results in dis-

continuousness and distortion of ideas [32]. 

In contrast, an organization with a decentral-

ized organizational structure facilitates knowl-

edge sharing, where employees tend to par-

ticipate more in the process of knowledge 

building. In this kind of working environment, 

less emphasis is required on the work rules, and 

the knowledge processes need more flexibil-

ity. Therefore, in an organizational structure, 

increased flexibility may contribute to activated 

KM practices. The hypothesis for the organiza-

tional structure would be:

Hypothesis 2: There is a negative association 

between KM processes and the degree of centrali-

zation.

2.2.3. IT support

This explains the degree to which the use or 

implementation of information technology 

in an organization supports KM. A number of 

research works have found an important associa-

tion between IT use and efficient KM processes, 

i.e. IT is an essential component of KM [3]. IT 

enables organizations to collect, exchange and 

store knowledge rapidly and on a huge scale. 

Furthermore, the fragmented flows of knowl-

edge are integrated with a well-developed tech-

nology. The integration can eliminate commu-

nication barriers among various departments. 

All forms of knowledge processes are supported 

by IT; these include generation, transferring, 

usage, facilitating, etc. Therefore, the hypoth-

esis for IT support is:

Hypothesis 3: There is a positive association 

between KM processes and IT support.

2.2.4. Learning

Acquisition of new knowledge is often observed 

learning by the members of an organization who 

are willing and able to apply the knowledge in 

the decision-making process. A learning culture 

should be developed and various learning means 

should be provided such as mentoring, train-

ing and education within organizations for effi-

cient knowledge processes. Learning not only 

boosts the efficiency of KM processes but also 

contributes to the performance and success of 
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an organization. Therefore, the hypothesis for 

learning culture is:

Hypothesis 4: There is a positive association 

between KM processes and learning.

2.2.5. Performance of the organization

The performance of an organization, in this 

is research study, is measured by the balanced 

scorecard’s financial and customer perspectives 

as compared to key competitors. The organi-

zational change goals typically include vari-

ous aspects of performance of an organization 

including innovation, improvement, survival or 

effectiveness. The organizational performance 

can be regarded as the knowledge processes’ out-

put that encourages and improves these aspects. 

This means that the improvement in knowledge 

processes contributes to its performance. There-

fore, the hypotheses are:

Hypothesis 5: There is a positive association 

between financial performance and KM pro-

cesses;

Hypothesis 6: There is a positive association 

between customer performance and KM pro-

cesses.

3. Methodology

The research approach of the study is a quan-

titative research approach, which tends to 

explore the research issues by using statistical 

models, functions and techniques. In this study, 

the impact of KM processes and capabilities 

on KM performance is explained with a ‘cor-

relational research design’ and a ‘descriptive 

design’. Bordens [33] explains that in a corre-

lational design, the variables are measured and 

the association between them is defined. The 

descriptive research design here adopts a ques-

tionnaire based survey.

The questionnaire was filled out by a total of 

126 SME managers working in different sectors; 

therefore, the data collection source is a pri-

mary, where data is directly collected from the 

respondents.

For all variables/constructs, multiple-item 

measures were developed. To enhance the con-

fidence of accurate assessment and consistent 

measurement of the variables or constructs of 

interest, multiple-item measure was used. They 

are also used in the measurement process to 

enhance the validity and reliability of the meas-

ures. Moreover, the constructs related to KM 

processes, capabilities and performance were 

measured using a 5-point Likert scale.

The questionnaire for the research study was 

adopted from Lee and Lee [7]. It consists of a 

total of 34 items related to KM capabilities, pro-

cesses and performance. The capabilities of KM 

comprise employees’ IT support, the learning 

organization culture, centralization of the struc-

ture and T-shaped skills as shown in Table 1.

Table 1.
KM capabilities items

Variables Items

Information 
technology
(IT support)

Information sharing via Intranet

Knowledge map for knowledge source

Use of customer relationship 
management (CRM)

Use of data warehouse

IT support for information acquisition

Organizational 
culture 
(learning) 

Clubbing and community gatherings

Contents of job training

Encouragement to attend seminars, etc.

Informal individual development

Formal training programs

Organizational 
structure 
(centralization)

Making decisions without approval

Supervisor’s permission to act

Need to refer to others

Making own decisions

Acting without supervisor’s consent

People 
(T-shaped 
skills) 

Knowing core knowledge

Employees expert in their tasks

Employees can explain their task

Employees having accurate know-how
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The processes of KM consist of accessing, 

generating, using, inserting, representing, facil-

itating, measuring and transferring knowledge 

that are eight items as represented in Table 2.

Table 2. 
KM processes items

Variables Items

KM 
processes

Accessing valuable knowledge

Using knowledge that is accessible in decisions 

Embedding knowledge in processes

Representing knowledge in documents, etc.

Facilitating growth of knowledge

Generating new knowledge

Determining the knowledge assets’ value

Transferring existing knowledge

The financial and customer performance of 

the SMEs was measured using the KM score-

card to enable the research study to examine 

the performance of the organization based on 

a balanced scorecard. The study used cogni-

tive measures for measuring the financial and 

customer performances, because it is difficult 

to relate metric financial data (e.g. ROI, ROA, 

profits) with the KM initiatives. The perfor-

mance variables and their items are presented in 

Table 3 as compared with key competitors.

Table 3. 
Performance items

Variables Items

Financial 
performance

Greater economic value added

Greater net profit 

Greater market share

Greater return on investment

Customer 
performance

More customer retention

More customer acquisition

Greater customer satisfaction

4. Empirical analysis

4.1. Descriptive analysis

In the descriptive analysis, the related indus-

tries of the respondents are illustrated in Table 4.

Table 4. 
Industry analysis

Industry Frequency Percent

Wholesale and retail 32 25.4

Consulting and business 
service 25 19.8

Real estate 21 16.7

Service industry 15 11.9

Information and communication 12 9.5

Construction and engineering 9 7.1

Banking and insurance 9 7.1

Petrochemicals 3 2.4

Total 126 100.0

According to the table, the highest percent-

age of respondents is from the wholesale and 

retail industry, which is equal to 25.4 percent, 

followed by the consulting and business service 

and the real estate sector, with a percentage of 

19.8 and 16.7 respectively. The data shows that 

the respondents from the petrochemical indus-

try are the lowest, i.e. only 2.4 percent. 

Table 5 shows the percentage of depart-

ments to which the participants belong. Most 

of the respondents are from the Accounting 

and Finance Department that is 57.1 percent, 

which is followed by Personnel Management 

and Training, and Production Departments 

(10.3 percent and 9.5 percent respectively). 

The other departments participating in the 

study include Marketing, Management Infor-

mation System, Research and Development, 

General Affairs, Planning and others.

4.2. Reliability analysis

The research study tested the basic assump-

tion related to the items to measure the vari-
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ables – IT support, learning organization, 

centralization, T-shaped skills, knowledge 

processes, financial performance and customer 

performance. It is also important to test reli-

ability or consistency of the test/survey. For 

determining reliability, Cronbach’s alpha test 

was applied on the extracted factors (Table 6).

Table 5. 
Participants by departments

Departments Frequency Percent

Accounting and Finance 72 57.1

Personal Management 
and Training 13 10.3

Production 12 9.5

Marketing 7 5.6

Others 7 5.6

Management Information 
System 5 4.0

Research and Development 4 3.2

General Affairs 3 2.4

Planning 3 2.4

Total 126 100.0

According to Table 6, the value of Cron-

bach’s alpha for each construct is higher than 

the assumed threshold of 0.6. Therefore, the 

internal consistency is acceptable. 

4.3. Validity assessment

To test the validity of the items adopted by 

the research study, construct validity, content 

validity and criteria-related validity was per-

formed.

4.3.1. Content validity

In this type of validity analysis, we observe 

to what extent the specific intended content 

domain is reflected by the measurement. In the 

research study, the degree of correspondence 

between the observed items and the conceptual 

definitions (financial performance, customer 

performance, knowledge processes, IT support, 

learning, centralization, and T-shaped skills) is 

high. The content validity in the research study 

is recognized by the extensive analysis of previ-

ous KM practices.

4.3.2. Construct validity

In this form of validity, the agreement between 

a specific measuring procedure or device and a 

theoretical concept is determined. The signifi-

cance of construct validity is high in a theoret-

ical research. For a research study, three steps 

should be followed to determine the construct 

validity. In the first step, it is important to specify 

the theoretical relationships, which is followed 

by an evaluation of the empirical relationships 

Table 6. 
Reliability analysis

Variables Numbers of items Cronbach’s alpha

KM processes Accessing, generating, representing, facilitating, 
measuring, transferring, using, embedding 8 0.921

KM capabilities

IT support 5 0.901

Learning organization 5 0.926

Centralization 5 0.897

T-shaped skills 4 0.851

KM performance
Financial performance 4 0.931

Customer performance 3 0.891
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between the concepts’ measures. Lastly, inter-

pretation of the empirical evidence in crucial 

to clarify the construct validity. The construct 

validity in the research study is tested using con-

firmatory factor analysis.

As discussed before, the items used and devel-

oped in the research model relating to the dif-

ferent constructs were adopted from a previous 

research model and theoretical evidence. The 

confirmatory factor analysis, in the construct 

development from theory-driven approach, 

delivers the appropriate method to evaluate the 

consistency of the structural equation model 

and the efficacy of measurement. Therefore, it 

is expected that the associated factors with the 

developed scales will be uniquely measured and 

the system of relationships will be represented 

by a system of factors. In this way, measurement 

efficacy is provided and the likelihood of confu-

sion is reduced in structural equation modelling.

To examine the measurement strength between 

the constructs and the associated items, the 

study estimated three types of measurement 

models. The first model of measurement eval-

uates the relationships system among the KM 

capabilities’ measures – IT support, learning, 

centralization and T-shaped skills (Table 7). 

The measures of KM process and the system 

of relationship among them are examined by 

the second measurement model (Table 8). KM 

performance measures (financial and customer 

performance) and the system of relationships 

are examined by the third measurement model 

(Table 9). The following statistical metrics were 

used: chi-square, p-value, root mean square 

residual (RMR), confirmatory fit index (CFI), 

non-normed fit index (NNFI), normed fit index 

(NFI), adjusted goodness of fit index (AGF), 

goodness of fit index (GF).

According to Table 7, the chi-square values of 

the four constructs of KM capabilities are signif-

icant with the p-values less than 0.05 threshold, 

indicating a good model fit. The non-normed fit 

index (NNFI), normed fit index (NFI), adjusted 

goodness of fit index (AGF) and goodness of fit 

index (GF) are all very high, which suggests the 

goodness of model fit. This shows that a signif-

icant amount of variation is captured by each 

scale in these KM capabilities’ latent dimensions.

According to Table 8, the chi-square value is 

equal to 112.29, which is significant with the 

p-values less than 0.05 thresholds. The non-nor-

med fit index (NNFI), normed fit index (NFI), 

adjusted goodness of fit index (AGF), and good-

ness of fit index (GF) are high, suggesting the 

goodness of model fit. 

In Table 9, the third measurement models are 

presented related to the two KM performance 

measures. According to the statistics, chi-square 

values of the two variables are significant (0.05 sig-

nificance level). The NNFI, NFI, AGF and GF 

indices are high and deducing good model fit. 

Therefore, in this section, the construct validity 

was verified using the confirmatory factor analysis.

Table 7.  
KM capabilities measurement model
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4.3.3. Criteria-related validity

In this form of validity, we have the degree to 

which future performance is predicted by the 

performance in an assessment i.e. the predictive 

capability. For instance, the degree to which KM 

performance is estimated accurately by the KM 

processes indicates the criteria-related validity.

In this research study, correlated analysis was 

conducted with the summated scale variables 

(KM capabilities – IT support, learning, central-

ization and T-shaped skills, KM processes, and 

the customer and financial performance). The 

summated scale’s purpose is to raise the repre-

sentative nature of constructs and to reduce meas-

urement error. In this analysis, the higher value of 

mean suggests agreement on the constructs’ defi-

nition. Table 10 illustrates the constructs’ correla-

tion analysis using a summated scale.

4.4. Factor analysis

The research study conducted an exploratory 

factor analysis, using the principle components 

method for the seven variables (IT support, 

learning organization, centralization, T-shaped 

skills, knowledge processes, financial perfor-

mance and customer performance) to reduce 

and summarize the number of items. 

Table 8.
KM processes measurement model

  

Table 9. 
KM performance measurement model

  

  

Table 10. 
Correlation coefficients matrix with mean and standard deviation
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The tests (Table 11) are performance to test 

the appropriateness of the data for factor analy-

sis. The KMO value equals 0.771, which meas-

ures the sampling adequacy. Since the value is 

above 0.6 (the assumed minimum criteria), the 

sample is considered to be adequate for the prin-

ciple components method. The Bartlett’s test is 

showing a sig. value less than 0.05, indicating 

the appropriateness of running factor analysis.

Table 11. 
KMO and Bartlett’s test 

to measure appropriateness

KMO measure of sampling adequacy 0.771

Bartlett’s test 
of sphericity

Approx. chi-square 7353.154

df 561

Sig. 0.000

Table 12 shows the results from the rotated 

component matrix, which is extracted using 

the principle component method. The corre-

lated individual items related to the seven vari-

ables placed in their specific components based 

on the extraction. The KM process items, the 

KM capabilities and the performance related 

items are summarized and grouped into the 

seven components.

 

4.5. Structural equation model

In the formation of the research model, it was 

assumed that the capabilities of KM impact the 

processes, which may then influence the KM 

performance. As conceptualized in the previ-

ous chapters, the information technology capa-

bilities, structure, culture, and people predict 

and influence the knowledge processes within 

an organization, whereas, the knowledge pro-

cesses’ distinct causal paths predict the perfor-

mance (financial and customer perspectives).

Table 13 shows that the model’s chi-square 

value is 890.12, which is highly significant. The 

values of NNFI, NFI, adjusted goodness of fit 

(AGF) and goodness of fit (GF) indices also 

meet recommended levels.

Table 12. 
Rotated component matrix
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Table 13. 
The hypothesized model fitness

Chi-square = 890.12
P-value = 0.000

RMR = 0.066
CFI = 0.912

NNFI = 0.891
NFI = 0.854
AGF = 0.789
GF = 0.801

The estimated model’s path coefficients sup-

port the theorized associations in magnitude 

and direction (Table 14). This implies that 

KM capabilities (IT support, learning culture, 

decentralized structure and the people of the 

organization) contribute to the success of KM 

practices or processes. Meanwhile, successful 

KM processes enhance the performance of the 

SMEs in Saudi Arabia.

Table 14. 
Hypothesis test results

Hypotheses/Relationships t-value Path 
coefficients

T-shaped skills and KM process 4.712 0.355

Centralization and KM process –3.799 –0.208

IT support and KM process 4.839 0.368

Learning culture and KM 
process 5.015 0.349

KM process and financial 
performance 9.320 0.745

KM process and customer 
performance 4.991 0.469

Financial and customer 
performance 3.201 0.291

It is important to explain that the theoreti-

cal perspective developed in previous sections is 

consistent with the relationships’ mathematical 

manifestation. A more precise aspect is the con-

tribution of these results and the resultant asso-

ciations. Although the chi-square values (model 

fits) are observed to be moderate in strength, the 

fit measures should be balanced with the com-

plexity of the model.

The item loadings strength, directional path 

consistency, and the theory match imply that 

the proposed model of the research study pro-

vides valid insight into the KM process, capa-

bilities and the organizational performance in 

Saudi Arabia.

Conclusion

The objective of this research study was to 

examine the influence of KM processes and 

capabilities on the performance of SMEs 

in Saudi Arabia. The study for this purpose 

reviewed previous literature on the subject and 

adopted a quantitative research approach, with 

an explanatory purpose to examine the research 

problem. The study has focused on the analysis 

and discussion of capabilities related to KM, to 

examine its impact on the facilitation of knowl-

edge process leading towards greater competive-

ness of an organization. 

The research conducted a questionnaire-based 

survey of 126 respondents related to different sec-

tors. With the help of a number of statistical tests, 

the research study found that that the KM capa-

bilities (IT support, learning culture, decentral-

ized structure and the people of the organiza-

tion) contribute to the success of KM practices 

or processes, validating the theoretical model. 

The results also show that the KM processes, 

including accessing, generating, measuring, 

transferring, usage, embedding, representing and 

facilitating, are positively associated with the per-

formance of SMEs in Saudi Arabia.

The research study provides strong evidence 

regarding the impact and association of KM 

processes and capabilities with performance on 

organizations (SMEs). However, there are a few 

limitations related to the study, which include 

the cross-sectional design of the study over-

looking time-lag effects. It is recommended 

that future researchers perform a longitudinal 

study for further robust results. The research 

was focused on some small and medium firms 

in Saudi Arabia, so it is difficult to generalize the 

results over the whole population. 
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Аbstract

The introduction of the institution of cadastral value in the Russian Federation opens up new 
opportunities in real estate valuation. In this regard, the new focus for appraisers is statistical analysis 
of multidimensional empirical distributions that were not previously available, because the real estate 
market does not have pairwise and multidimensional observations concentrated in unifi ed databases. 
Data of interest to analysts is usually concentrated in diff erent sources from diff erent owners and 
pertains to diff erent objects. The goal of combining them can be solved by comparing such data with 
the data of cadastral records, namely the cadastral number as a unique identifi er of the object. Since 
the cadastral value corresponds to each cadastral number, it is possible to compare the cadastral 
value with important indicators such as the market price of the off er, the transaction price, the 
rental rate, the annual price indices, the capitalization rate, the discount rate, the trading discount 
and many other indicators, the formation of which involves more than two random variables. The 
construction of the model involves the principle of following the prices formed by pair comparisons 
to geometric Brownian motion, and hence the formation of lognormal population. As it turned out, 
as a result of large-scale cadastral work carried out in the Russian Federation in 2014, the cadastral 
value is also subject to lognormal distribution of prices (in each class of objects). For the market 
value (as the most probable price of the transaction under conditions of perfect competition), this 
leads to functional dependences from the cadastral value of the power type. Similarly, many other 
indicators will also be subject to dependences in the form of power functions. Obviously, having a 
function depending from the various indicators of cadastral value across the set of values, you can 
set the relationship between the various indicators, which was impossible before the introduction of 
the institution of cadastral value. This article proposes a method of calculating the trading discount 
when appraising real estate based on analysis of market statistics and databases of cadastral records. 
An analytical formula of the dependence of trading discounts from the off er price is proposed. The 
method allows us to set the level of the discount not only for objects included in an advertising 
database, but also for any object that has undergone cadastral registration.

Key words: trading discount; cadastral value; market value; stochastic pricing model; lognormal distribution 

of prices.
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Introduction

I
n the theory and practice of real estate 

appraising, one of the unresolved issues is 

determination of trading discounts. The 

Russian real estate market is structured in such 

manner that there is a lot known regarding offers 

to sell and very limited access (for the appraiser) 

to information about completed transactions 

with the actual sales prices. For this reason, it 

is very inconvenient to find statistics reflecting 

the offer price and the transaction price for one 

and the same object of real estate. In practice, 

appraisers often use “expert” surveys and aver-

age out the data obtained. In rising markets, 

the errors made are quickly compensated by 

dynamic changes in prices. In present-day con-

ditions, such an approach often does not reflect 

the real picture. 

With the introduction of the institution of 

cadastral inventory, new possibilities arose to 

establish the analytic dependence between the 

offer price and the transaction price, conse-

quently to determine the trading discount. 

1. The model

The model is based on the assumption 

that that bid prices and purchase prices fol-

low lognormal distribution. Cadastral val-

ues were determined in 2014 as market val-

ues, and also followed lognormal distribution. 

Such a form of distribution of prices in real 

estate was pointed out not only by Aitchin-

son and Brown (the researchers of the Uni-

versity of Cambridge) back in 1963 [1], but 

also by authors of relatively recent publica-

tions [2–4]. Rusakov [5; 6] proved that prices 

formed by sequential comparisons under con-

ditions of perfect competition aim at forma-

tion of lognormal distribution of the popula-

tion. Market value is understood to mean the 

most probable price at which the object can 

be disposed of on the open market under con-

ditions of perfect competition. This under-

standing fully corresponds to the definition 

of market value given in the Russian Federal 

Low No. 135 “About valuation activity” [7] 

and to foreign appraisal standards [8–11]. For 

one-dimensional random variables, this leads 

to an understanding of market value as the 

modal value of the respective random varia-

ble, and in cases of two-dimensional or multi-

dimensional random variables – for the study 

of the most probable values of multi-dimen-

sional random variables, for example, when 

studying adjustments [12], the analysis of the 

auction results [13], the determination of the 

capitalization ratio corresponding to the cur-

rent market conditions [14] and other tasks in 

which the need to review the system of ran-

dom variables arises.

Since collecting statistics containing the bid 

prices and purchase prices for each object is 

inconvenient, one can collect the statistics 

by the pairs “cadastral value – bid price” and 

“cadastral value – purchase price” then show 

the analytical dependences and finally show 

the dependence relationship of the transaction 

price on the offer price. 

For example, if we suppose that the random 

variables  and  (  – cadastral value,  – 

offer price) follow lognormal distribution, then 

given a fixed cadastral value   the most 

probable price 
 
(market value appraised 

using offer prices without consideration of 

trading discounts) equals:

        

(1)

where ,  – the parameters of lognormal dis-

tribution for the cadastral value; 

 – the parameters of lognormal distribu-

tion for the bid prices;

 – the correlation coefficient. 

The straightforward finding of this formula is 

given in the works [14; 15]. We note that the 

formula (1) describes the dependence of mar-

ket value without considering trading discounts 
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from the cadastral value in the form of a power 

function:

            , (2) 

where ; 

           . 

A similar formula can be written as well for 

appraising market value using purchase prices 

(
 
):

           , (3)

where ; 

            

(here ,  is the parameters of lognormal dis-

tribution of purchase prices,  is the correla-

tion coefficient of the pair “cadastral value – 

purchase price”).

Then, expressing v through  (from the 

formula (2)) and substituting in the formula 

(3), we obtain the price dependence of the 

most likely transaction price  from the 

most probable bid price :

                       . (4)

It is obvious that this dependence also is a 

power function. 

Let us introduce the coefficient  – the ratio 

of the most probable purchase price to the 

most probable bid price. From formula (4) we 

see the power dependence of the coefficient  

from the most probable bid price:

                    . (5)

From formula (5), it is apparent that the 

trading discount is not constant and given the 

defined parameters of the laws of distributions 

of bid prices, purchase prices and cadastral val-

ues can significantly change for different offer 

prices. 

2. Calculation example

For our calculations, we have selected data 

from the Real Estate Bulletin No. 1758 (Decem-

ber 2016)1, data from the cadastral records of 

objects in the residential housing stock of St. 

Petersburg published in [16], on the basis of the 

report [17] and data from one of the St. Peters-

burg real estate agencies which presented on a 

confidential basis its data on the prices of 294 

actual transactions in 2017. The information 

presented by the agency relates only to neces-

sary numerical indicators and does not contain 

any personal data. Adjustments for time dur-

ing 2017 were not made inasmuch as there were 

no significant changes on the market. Unfortu-

nately, databases of an advertising nature such 

as the “Real Estate Bulletin” do not contain 

data from the cadastral records (above all, the 

cadastral number, as the unique identifier of 

the object and of its cadastral value). The com-

munity of appraisers should consider the possi-

bility of creating databases containing not only 

the market information and description of the 

price-forming factors but also data from the 

cadastral records, because the cadastral num-

ber is the unique identifier of all real estate 

objects. If all databases contained the cadastral 

number (and data from the cadastral records), 

then it would be possible to integrate the data 

from various databases into one and examine 

the multi-dimensional random variables. For 

the moment, we have to apply other technique 

to identify the objects. In particular, for data 

taken from the “Real Estate Bulletin,” we suc-

ceeded in identifying (establishing the cadas-

1  Portal of the Bulletin of St. Petersburg Real Estate” (www.bn.ru) dated 8 December 
2016, No. 1758
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tral number and cadastral value) of more than 

2300 objects. In Figure 1 we presented the scat-

ter-plot charts of the pairs “cadastral value – 

bid price,” “cadastral value – purchase price” 

for secondary real estate in St. Petersburg in 

2017, for the mass-market segment (the pre-

mium segment was not examined as it is a seg-

ment requiring separate study). 

Empirical distributions of bid prices, very 

often, do not allow us satisfactorily to approx-

imate right away lognormal distribution. This 

is explained, above all, by the fact that the 

market data are a mixture of distributions of 

prices for objects of various classes. The task 

of separating out the mixtures belongs to the 

class of incorrect tasks and cannot be solved 

by mathematical methods only. Fortunately, 

in the evaluation of a property, to separate out 

the mixtures you always can use a set of price-

forming factors, part of which is reflected in 

the market databases. In the given case, a sat-

isfactory approximation was obtained after 

removing from the sample objects relating to 

the premium segment and removing an insig-

nificant number of outliers with abnormally 

elevated expectations of sellers (the remain-

ing size of the sample – 2331 objects). The 

approximating surfaces are presented in Fig-

ure 2.

The approximating surfaces have been tested 

by the circular KS test [14; 15]. The results are 

presented in Figure 3.

In the test for the pair “cadastral value – bid 

price,” the minimal value -value comes to 

0.055; and for the pair “cadastral value – pur-

chase price” – the -value equals 0.33. The 

values obtained provide a basis for not reject-

ing the hypothesis of combined lognormal dis-

tribution.

When modeling, we obtained the follow-

ing sample values of the parameters of com-

bined lognormal laws of distribution. For the 

pair “cadastral value – bid price,” =4.53, 

=0.126, =4.56,  =0.178,  =0.756. By 

substituting the indicated values in the formula 

(2) we get:

 – bid prices,  – purchase prices  – bid prices,  – purchase prices

 logarithm of the cadastral value

logarithms of bid prices and/or 
purchase prices

5.50

5.00

4.50

4.00

3.50

3.00

3.00          3.50           4.00            4.50           5.00         5.50

cadastral value in ‘th.rubles per 1 sq.m

bid price and/or transaction price 
in ‘th. rubles per 1 sq.m

160

140

120

100

80

60

40

20

0

0        20       40       60       80      100     120      140    160

Fig. 1. Scatter-plot chart of the pairs “cadastral value – bid price” 
and “cadastral value – purchase price” for secondary real estate in St. Petersburg in 2017, 

for the “mass market” segment in natural prices (on the left) 
and on the logarithmical plane (on the right)
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Fig. 2. Approximating surfaces of combined lognormal dstribution 
of the pairs “cadastral value – bid price” (left) 
and “cadastral value – purchase price” (right)

А
1
 = 0.758

В
1
 = 1.064

                            . (6)

For the pair “cadastral value – purchase 

price”  = 4.384,  = 0.207,  = 4.337, 

 = 0.17,  = 0.52. Substituting the indicated 

values in the formula (3) we get:

А
1
 = 11.72

В
1
 = 0.422

                             (7)

Both dependences are presented in Figure 4.

The dependences obtained for valuations of 

market value come from different statistics: for 

market data – on the basis of announcements 

of sales and for sales data, real estate agencies. 

These dependences are built on analysis of data 

from various samples. The objects from these 

samples are various and are in no way con-

nected to one another except for cadastral val-

ues. 

Objects having the same cadastral value are not 

necessarily placed on sale and sold for the same 

price. However, if when determining the cadas-

tral value the following principle is observed – 

“cadastral value is determined as the market 

value obtained by the methods of mass evaluation 

on the date of appraisal” –  then the appraiser has 

the right, when constructing his valuation, to pro-

ceed from the assumption that two such objects 

have roughly the same market value. Further-

more, since the cadastral value is established for 

the purposes of taxation, the principle of social 

justice presupposes that for objects with identi-

cal market value the owners should pay the same 

taxes. That is precisely why the task of periodic 

review of cadastral value arises. 

In our case, cadastral value also acts as the 

instrument for highlighting the dependence 

between the bid price and the purchase price 

(or between the bid price and the multiplier 

coefficient determining the trading discount). 

By substituting the values of the coefficients (6) 

and (7) in the formulas (4) and (5), we get:

148
142
136
130
124
118
112
106
100
94
88
82
76
70
64
58
52
46
40

130

120

110

100

90

80

70

60

50

40
40     52       64      76       88     100     112    124     136     148 40     50      60      70      80     90     100    110    120    130

bid price, ‘th. rub. per 1 sq.m 

cadastral value, ‘th. rub. per 1 sq.m cadastral value, ‘th. rub. per 1 sq.m

purchase price, ‘th. rub. per 1 sq.m
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MV
pp

 = 13.08 MV
op

 0.396

K = 13.08 MV
op

 – 0.604

Both dependences are presented in Figure 5.

The dependence indicated in the right chart 

of Figure 5 de facto describes the valuation of 

the trading discount in the sector of second-

ary real estate in St. Petersburg in 2017. As 

we see, the valuation of the trading discount 

is not constant. For the sector of second-

ary residential real estate in the mass-mar-

ket segment, at a bid price of 140,000 rubles/

sq.m. it can amount to 35%. In addition, 

this same line shows that a bid price below 

70,000 rubles/sq,m. should be applied with 

caution. For example, a bid price of 60,000 

rubles/sq.m. lags behind the most proba-

ble sale price by 10% (approximately 66,000 

rubles/sq.m.). However, this does not mean 

that the seller, having received such informa-

tion, must immediately set a price as much 

higher as possible. Most sellers proceed from 

rational considerations, weighing the time for 

showing on the market with their own need 

for cash and with their wish to sell the object 

more expensively. Basically such information 

is needed by the community of appraisers to 

make a justified selection of trading discount 

when appraising objects of real estate. 

Fig. 3. Results of the circular KS test for the pair “cadastral value – bid price” (upper row) 
and for the pair “cadastral value – purchase price” (lower row)
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Fig. 4. The dependences of market value determined via 
bid prices from cadastral value (left) 

and market value obtained via purchase prices from cadastral value (right) 
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Conclusion
The creation of the institution of cadastral 

value in the Russian Federation opens new, 

previously inaccessible methods of analyz-

ing the real estate market and evaluating mar-

ket figures, in particular, determination of the 

trading discount.

Cadastral value determined as the market 

value on the date of appraisal prior to the date 

of its regular review is an important analytical 

tool, and not just the basis for calculating the 

property tax. 
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Аbstract

This study presents the analysis of one of the major contemporary transformational forces – the 
Internet of Things (IoT), which signifi cantly infl uences the future development of all spheres of life. The 
purpose of the research is to identify the potential economic eff ects of IoT implementation in diff erent 
markets. To achieve this goal, the following tasks are consistently solved in the study: identifi cation 
and classifi cation of the main IoT applications markets; detection, assessment and analysis of the 
economic eff ects of the IoT in the selected segments within the proposed classifi cation; formation of 
future directions of IoT development. Based on the combination of such methodological approaches 
as technology life cycle and technology adoption life cycle, perspectives of the IoT development are set 
out. The technology life cycle is viewed through the prism of the methodology of the research company 
Gartner (the Gartner Hype Cycle for Emerging Technologies), based on establishing a consensus 
among a wide range of assessments of leading experts in the fi eld of information and communication 
technologies. Comparison of the two methods and expert assessments allows us to conclude that, 
according to the methodology of technology adoption life cycle, the Internet of Things is of interest 
only for a group of “early adopters.” 
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Introduction

О
n the threshold to the fourth indus-

trial revolution, we see a fusion of 

technology and the blurring of dis-

tinctions between physical, digital and biologi-

cal spheres. Similar to previous revolutions, 

the explosive growth of innovative technolo-

gies should give impetus to the development 

of various spheres of public life. The Internet 

of Things (IoT) has become a large business 

and technology area with ever-growing mar-

ket potential. The IoT technology market is 

expected to grow from $176 Billion in 2016 to 

$639.74 Billion by 2022, at a CAGR (Com-

pound Annual Growth Rate) of 25.1% between 

2017 and 2022 [1].

Largely due to the spread and penetration 

of information and communication tech-

nologies (ICT), the speed of technological 

innovation in all spheres of life is increasing 

exponentially today. In the coming 10–15 

years, the next radical leap that will be asso-

ciated with the introduction of the Internet 

of Things is expected [2]. As various house-

hold devices (for example, robotic complexes 

on digital production) equipped with sensors 

and connected to the Internet begin “to com-

municate” among themselves without human 

intervention, the main sectors of the economy 

are transformed (industrial production, trans-

port, medicine, agricultural industry, etc.), 

and the model of interaction between people 

and machines will be reversed. The economic 

effect of the Internet of Things is estimated 

to grow from $2.7 trln to $6.2 trln annually 

till 2025 [3]. By 2030, the contribution of the 

Industrial Internet of Things to the global 

economy can be about $14 trln [4]. The num-

ber of connected devices in OECD countries 

will increase from 1 bln in 2016 to 14 bln by 

2022 [5].

Fig. 1. Publications devoted to the IoT (based on Web on Science)
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1. Review of literature

Nowadays there is a growing interest in the 

Internet of Things technologies as evidenced 

by the growth of scientific publications in this 

field of research (Figure 1).

The first reference to the Internet of Things 

can be attributed to Schoenberger and Upbin 

[6], who described the impact of the Inter-

net of Things technologies on the economy 

and society. Interest in this issue is not sur-

prising, because in 2002 Amazon launched 

the first cloud web service, marking the start 

of cloud computing and providing impetus to 

the development of IoT technologies. Fur-

ther, in 2004 Gershenfeld et al. (Massachu-

setts Institute of Technology) published an 

article devoted to a wide range of aspects of 

IoT development [7]. The authors mention 

the benefits of the objects’ ability to connect 

to data networks: optimization of the configu-

ration of lights and switches at home, reduc-

tion of the cost and complexity of building 

construction, assisting with home health care. 

Nevertheless, they stressed the importance of 

solving the problem of standardization [7–9]. 

It is worth noting that nowadays this remains 

one of the key challenges for IoT development 

which can be overcome by the interaction of 

public authorities, as well as by the formation 

of consortiums of the Internet of Things.

The evolution of IoT requires the devel-

opment of a bridging point (i.e., gateway) 

between the sensor infrastructure network and 

the Internet. Rahmani et al. [10] consider that 

it is necessary to develop the concept of Fog 

Computing in IoT systems by formation of a 

Geo-distributed intermediary layer of intel-

ligence between sensor nodes and the Cloud. 

Also Cavalcante et al. [8] claim that Cloud 

Computing has been advocated as a promising 

approach to tackle some of the existing chal-

lenges in IoT which prevent exploiting its full 

potential and promoting tangible benefits to 

society, environment, economy and individ-

ual citizens.

One more challenge associated with IoT is 

noted by Bello et al. [11]. They explore the 

challenges of integration and interoperability 

of device to device communication technol-

ogies by focusing on network layer functions 

such as addressing, routing, mobility, security 

and resource optimization. The limitations 

of the current TCP/IP architecture of the 

Internet of Things environment require the 

development of a low-power wide-area net-

work (LPWAN) which coincides with the fact 

that the IoT technologies are on the peak of 

inflated expectations according the Gartner’ 

technologies’ life cycle [12]. 

The development of IoT faces a great chal-

lenge – ensuring cybersecurity. Thereby Weber 

and Studer [13] offer applicable international 

regulations of a legal cybersecurity environ-

ment in the Internet of Things context and 

alternative approaches to addressing the secu-

rity issues in IoT. Development of the Inter-

net of Things in the future is directly related 

to standardization of this field. Park et al. [9] 

notice that collaboration between standards’ 

bodies to provide interoperability is a key to the 

success of IoT, because nowadays IoT devices 

use different standards and are deployed in a 

large numbers in different domains.

Despite all the difficulties of IoT develop-

ment, the Internet of Things is an emerging 

technology demanded in all sectors of the 

economy that can drive production to a new 

level, improve the quality of life and more. 

So the purpose of the research is to identify 

the economic effects of IoT implementa-

tion in different sectors. To achieve this goal, 

the following research questions are consist-

ently solved in the study: to identify and clas-

sify the main IoT applications markets; to 

assess the economic effects of using the Inter-

net of Things in the selected segments. Based 

on the combination of such methodological 

approaches as technology life cycle and tech-

nologies adoption life cycle, a scenario of IoT 

development is set out.
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The working paper structure consists of the 

following parts: a description of the method-

ology of the study, assessments of the impact 

of the IoT on the economy, a forecast of the 

development of the Internet of Things on the 

basis of theories in the field of technology life 

cycles, the conclusion and the list of refer-

ences. 

2. Methodology

As the Internet of Things is an emerging 

technology, it seems relevant to define the 

segments of the IoT market in the absence of 

a generally accepted classification. Therefore, 

the first stage of the study is devoted to the 

identification of the IoT segments and perfec-

tion of existing classifications. The author’s 

classification is used to reveal the impact of 

the Internet of Things in each segment.

Prediction of the development path of IoT 

technologies is based on the identification 

of the level of readiness of IoT technologies 

through the construction of a timeline. The 

timeline is a common tool for scientific and 

technological forecasting and is widely used 

in Foresight and roadmaps. Similar stud-

ies were conducted by Utterback and Aber-

nathy [14], who proposed the dynamic model 

of process and product innovation present-

ing the close relationship between innova-

tion (the end product), the innovation pro-

cess and the company’s strategy. The dynamic 

model of innovation is a combination of the 

product life cycle model, the process life cycle 

model and various competitive strategies. The 

authors identified three phases. Each differ-

ently affects individual companies, the market 

and the resources required to create innova-

tion. Gartner’s methodology was chosen as a 

theoretical basis because of the availability of 

expert assessments of the emerging technolo-

gies’ development. Based on a joint analysis of 

Gartner’s Hype Cycle for Emerging Technol-

ogies and the technology adoption life cycle, 

prospects for IoT development were brought 

into focus.

Gartner’s methodology for visualization, the 

“emerging technology hype cycle,” is widely 

used both in corporate and public environ-

ments for more precise decisions concerning 

the future development of technologies, speed 

of their adoption, mutual influence and com-

petition of various technologies. The vertical 

axis on the graph illustrating the Gartner’s 

hype cycle of emerging technologies denotes 

evolving expectations. Until 2009, the ordi-

nate axis had a different name – visibility, 

but later that was replaced by “expectations” 

as a more suitable characteristic. The latter 

approach includes the attitude of both poten-

tial and actual users to the innovative technol-

ogy, as well as investment decisions regarding 

its further development [15].

Gartner’s methodology includes five key 

stages: scenarios, surveys, pattern recogni-

tion, “stalking horse” and verification. At the 

first stage it is necessary to establish research 

objectives using a survey method exploring 

tough situations or outcomes that other firms 

might not want to use. By analyzing data from 

multiple sources such as analytical reports, 

scientific articles, monographs, statistic col-

lections and others, emerging patterns on 

markets are identified [16]. Further, there 

is a need to modify assumptions and update 

the scenarios. At the fourth stage, a “stalking 

horse” is a position released into the analyst 

community to be examined and debated from 

various viewpoints. Finally, findings are vali-

dated against multiple internal and external 

sources.

Concerning the influence of technology on 

the economy, the technology adoption life 

cycle has presented even greater interest [17]. 

The logic of the life cycle of the new technol-

ogy adoption is based on the fact that technol-
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ogy is perceived by any community in stages in 

keeping with the psychological and social por-

traits of various segments of this community. 

According to this approach, the population is 

divided into five groups up to the degree of new 

technology adoption: innovators, early adop-

ters, early majority, late majority, laggards.

By combining the two approaches outlined 

above, it is possible to determine which group 

of consumers should be oriented by the com-

panies developing marketing strategy for pro-

motion of the products from the IoT market. 

The method was described by several scholars 

[18; 19].

This approach allowed the authors to deter-

mine the portrait of the consumer of prod-

ucts and services created with the Inter-

net of Things technologies. Thus, using this 

approach, the authors were able to identify a 

group of consumers for which decisions of the 

Internet of Things are of the greatest interest 

at present and a potential group of consumers 

in the short-term period. The combination of 

theoretical approaches allowed the authors to 

transfer the results of the extensive expert poll 

of Gartner to the field of another theoretical 

concept (technology adoption life cycle, for 

which such large-scale expert surveys are not 

conducted) and to analyze the phenomenon 

of the Internet of Things through the given 

prism.

3. Internet of Things market

Based on the analysis of different practices 

(Gartner, IDC, McKinsey, Forrester, IoT Ana-

lytics, Rostelecom, etc.), an author’s classifi-

cation of the IoT market was made. The cri-

terion of this classification is the actors of the 

market: business, consumers, government. The 

consumer segment of the Internet of Things 

includes product solutions used by consum-

ers in everyday life based on the technologies 

of IoT. The Industrial Internet of Things covers 

various branches of the economy where the use 

of IoT technologies can radically change busi-

ness processes, increase productivity and oper-

ational efficiency. Using IoT in the government 

segment is aimed at improving public safety 

including re-offense prediction. The informa-

tion and communication technologies are dis-

tinguished by their interdisciplinary nature and 

relevance in all the afore-mentioned segments, 

including cloud computing, big data, IoT plat-

form technologies and sensor technologies. 

The author’s classification of the IоT market 

reveals potential prospective segments of the 

implementation of IoT technologies attracting 

a wider range of consumers.

Given the ubiquity of digitalization and auto-

mation, when the organizational units of the 

enterprise are integrated into a single network 

many production and administration processes 

can be managed online using cloud comput-

ing and IoT systems. According to Verizon, the 

Internet of Things market in the business seg-

ment (Industrial Internet of Things, IIoT) will 

reach 5.4 billion devices by 2020 [20; 21].

The Industrial Internet of Things transforms 

business processes, increases the effectiveness 

of the whole value chain, ultimately leading to 

the formation of new business models and mar-

kets. The main directions of IoT technologies 

application are effective supply management, 

freight and asset management, machine diag-

nostics, machine telemetry, inventory control, 

industrial automation control, real-time mon-

itoring of equipment, etc. The greatest effect 

from the spread of the Internet of Things in 

Russia will be observed in the following sectors: 

health (74% of Russian respondents – repre-

sentatives of companies from various sectors 

of the economy); manufacturing (56%); the 

energy sector (32%) according to the survey 

conducted by Accenture [4]. Table 1 presents 

estimates of economic effects from the imple-

mentation of the IIoT in various sectors of the 
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Table 1. 

Economic eff ects of the Industrial Internet of Things

B2B Industrial IoT (IIoT)

Manufacturing Logistics Energy Mining

• 2,5–5% saving in operational costs, 
including maintenance and input 
efficiencies;

• 30% improvement of time-to-market;

• 40% reduction in planning and 
equipment costs;

• 10–25% increase in manufacturing 
productivity;

• 40% reduction in factory equipment 
maintenance costs;

• 50% reduction in equipment downtime;

• 5% reduction in capital equipment 
investment costs;

• 20–50% reduction in factory inventory 
carrying costs 

• 30% reduction in labor 
costs;

• 30% reduction 
in the time of order 
processing;

• 12% reduction in the 
repair expenses;

• 30% reduction in 
overall maintenance 
costs;

• 70% reduction in the 
downtime 

• 2–4% 
reduction 
in demand 
peaks in 
the grid 

• 5–10% 
saving in op-
erating costs 
from produc-
tivity gains;

• $3.7 trln 
economy 
in global 
mining 
operating 
costs up 
to 2025

Agriculture Transport Construc-
tion Finance

• 25% reduction in cost of vehicle 
damage from collision avoidance and 
increased security;

• $1.2–1.3 trln in agricultural production 
(wheat, maize, rice, soybeans, barley);

• 20–40% adoption of advanced 
irrigation systems and precision 
farming;

• 10–20% increase in yields from 
precision application of fertilizer
 and irrigation

• $28 mln in value over 
10 years with smart 
buses;

• $53 mln in value over 
10 years with smart 
parking;

• 20–25% savings 
in fuel costs;

• 79% reduction 
of crashes;

• 40% reduction 
in vehicle wait time;

• 26% reduction 
in travel time 

• 20% 
reduction 
in total 
life-cycle 
costs of 
a project

• 30% 
reduction 
in building 
management 
system 
deployment 
and 
operating 
expense 
in financial 
organizations
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economy: manufacturing, logistics, energy, 

mining, agriculture, transport, construction, 

finance (based on [22–26]). 

Using IIoT technologies provides the 

opportunity to bring manufacturing to a qual-

itatively new level. As a result, it becomes pos-

sible to integrate flexible production systems 

as well as digital control systems into manu-

facturing, all of which makes it easier to con-

trol production, accelerate it and significantly 

increase its flexibility. In this regard, it is nec-

essary to introduce promising technologies in 

a timely manner and, due to the high cost, the 

effective use of funds becomes a key issue. It is 

also important to pay enough attention to the 

competence of employees and promote their 

skills [27].

Maximum automation of routine manufac-

turing operations (advanced manufacturing) 

through the implementation of IIoT technol-

ogies will help to link the activities of various 

divisions (including suppliers, logistics, mar-

keting and even involve consumers in the pro-

duction process by obtaining product infor-

mation from them in real time) through the 

creation of a single information field. That 

will help to increase the flexibility of produc-

tion, the speed of the product’s release to mar-

ket, as well as the optimization cost. Develop-

ment of IoT technologies in Russia is based on 

strong competencies of the specialists in the 

field of algorithms and software. This provides 

good opportunities for equal participation of 

Russian organizations in international con-

sortiums and projects related with Internet of 

Things [28].

There are plentiful examples of the imple-

mentation of the Industrial Internet of Things 

at the nation level, for example, Smart meter-

ing in Germany [29] and also at the enterprise 

level – the ERP system for creating a smart 

factory in B&R Industrial Automation in Aus-

tria and etc. [30]. 

The Internet of Things in a consumer seg-

ment contributes to the improvement of the 

quality of life due to automation of many rou-

tine household operations, release of free time, 

and granting new opportunities previously 

inaccessible to consumers (Table 2, based on 

[25; 26; 31–43]). Self-driving cars are one 

prospective application of IoT technologies. 

According to the forecasts of Hitachi, by 2020 

90% of new cars in Europe will be connected 

to the Internet (versus 30% in 2016). Comple-

mentary technologies for self-driving cars are 

the intellectual transport systems created for 

these vehicles. Since 2011, in Moscow there is 

an intelligent transportation system under con-

struction, including management of the tech-

nical means of regulating and organizing traf-

fic, controlling parking, photo-video fixation 

of violations of traffic regulations, monitoring 

of traffic flow parameters, control and regula-

tion of traffic organization [44].

The technologies of the “smart” home are 

aimed at providing the most comfortable 

accommodation, safety and resource-savings. 

By 2022, the “smart” home market is expected 

to reach $121.7 bln, CAGR – 14.1% [45]. The 

“smart” home market includes lighting con-

trol, security & access control, HVAC control, 

entertainment & controls, home healthcare, 

and the smart kitchen. 

The technologies of the Internet of Things are 

in demand in the sphere of utilities, and their 

use facilitates the reduction of costs to the gen-

eral population for electric power, water and 

heating. Such saving of resources has a posi-

tive effect on the environment due to reduced 

consumption of natural resources including 

non-renewables. By 2050, a 55% increase in 

demand for water resources is projected. Fur-

thermore the demand for energy resources will 

increase for 37% by 2040 [46]. In this regard, 

the need for resource-saving and energy effi-

cient technologies becomes more acute every 

year.
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Table 2. 

Economic eff ects of IoT in the consumer segment

Сonsumer segment of Internet of Things (B2C)

Smart city Wearable smart devices, healthcare Smart home

• 10–20% reduction in average 
travel time through control of 
traffic and congestion; 

• 10–20% reduction in water 
consumption and leaks with 
smart meters and demand 
control; 

• 10–20% reduction in cost of 
waste handling; 

• 60% energy savings by 
moving to smart street
lighting;

• 20% reduction in water 
losses; 

• 30% reduction in street 
crime

• 10–20% cost reduction in chronic disease 
treatment through remote health 
monitoring; 

• 80–100% reduction in drug counterfeiting; 

• 0.5–1 hour time saved per day by nurses; 

• the value of improved health of chronic 
disease patients through remote
monitoring could be as much as $1.1 trln 
per year in 2025;

• 25% reduction in costs from clinical 
and operations inefficiencies (or about 
$100 bln per year); 

• 50% reduction in mean time required 
to repair connected devices; 

• $2,000 reduction in service costs for each 
problem resolved remotely; 

• 20% fewer technician dispatches
worldwide

• 30–50% reduction 
in water usage;

• $50–90 reduction per 
water bill;

• 88% reduction in 
power consumption; 

• 96% of construction 
waste is recycled;

• 30–50% reduction per 
energy bill (extra $198 
per year or $16.5 per 
month)

Trade and repair Sports, leisure, entertainment Education

• 1.5–7% increased sales;

• 99.5% inventory accuracy; 

• 50% reduction 
in out-of-stocks; 

• 25% reduction in operational expenses • 60% of energy can be 
saved from IoT 
connected smart 
devices in schools/
colleges 

One more benefit of applying IoT technol-

ogies in the utilities sector is time saving for 

paperwork (filing receipts, collection of infor-

mation about monthly expenditure of water 

and electric power). Release from repeat-

ing routine transactions is possible due to the 

establishment of “smart” counters adjusted to 

the water, electric power and heat meters via 
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IoT connections capable of sending notifica-

tion about the payment to smartphones [44].

The additional possibility of power con-

sumption control relates to “smart” home 

appliances (washing and dishwashers, dryers, 

etc.) using built-in sensors and applications 

of the Internet of Things that can turn them 

on automatically during the period of lowest 

daily tariffs. In addition, they can notify the 

owner about undesirable starts in case of the 

maximum rate applied.

Numerous “smart” home systems’ applica-

tions require particular attention and research 

as they have significant gaps and shortcom-

ings. These issues are related to security sys-

tems, safety, energy consumption, market-

ing and device interoperability. Furthermore, 

the use of IoT gadgets and IT infrastruc-

ture deserves special mention. It is necessary 

to conduct more research on practical use 

of new-generation built-in sensors that are 

equipped with electrical devices as noted in 

the works of Alaa et al. [47].

IoT technologies in the urban environ-

ment are aimed at the development of inno-

vative solutions for infrastructure, energy sav-

ing, construction and organization of public 

space. Thus, connection of the installed sen-

sors on vehicles and roads makes possible real 

time traffic control. In addition, the develop-

ment of similar city infrastructure increases 

the probability of detection of the stolen cars. 

In the future, traffic information about vehi-

cles will be generated by intellectual transport 

systems. It will be the means of urban trans-

port system’s operation and will lead to the 

reduction of difficulties with traffic on roads, 

to decreases in CO
2
 emissions, etc.

The strategic direction called “Smart Urban 

Mobility” was developed within the frame-

work of Singapore’s Smart Nation initiative. 

Implementation of the projects is aimed at 

improving the system of public transport by 

introducing digital technologies and the use 

of data generated by various devices [48]. 

In Singapore, the development of the Inter-

net of Things is stimulated by providing soft-

ware development companies with access 

to a system of sensors deployed throughout 

the city. Thus, data, IoT platforms and APIs 

are becoming open and enabling creation of 

innovative products and services within the 

ecosystem of the Internet of Things.

The technology of the Internet of Things in 

healthcare can exert an enormous effect not 

just on the quality of medical services but also 

on the capabilities of modern medicine. Use 

of sensors can detect disease at early stages. 

The diagnosis of sharp respiratory infections 

by means of “pocket” biosensors will lead to 

the reduction of costly treatment and reduced 

losses from disability. IoT technologies in 

healthcare aim at forming steady demand for 

a new quality of life. Medical biotechnology 

and personalized medicine services may sig-

nificantly increase the life expectancy of the 

population, as well as achieve significant pro-

gress in treating cancer, cardiovascular and 

infectious diseases [46].

The Internet of Things opens new opportu-

nities in retail and finance activities. Monitor-

ing information on movements of goods using 

“smart” packaging with an RFID tag (Radio 

Frequency IDentification) will let produc-

ers develop more efficient marketing strate-

gies (develop various loyalty programs, indi-

vidual offers for clients, increase the average 

sales value).

The Internet of Things also impacts on the 

scope of penetration of financial services due 

to the use of contactless payments made pos-

sible by the technology of wireless high-fre-

quency communication with small radius of 

action (to 10 cm) – NFC (Near Field Com-

munication) supported by smartphones. 

Moreover, in banking it is also possible to 
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deepen the customization and personaliza-

tion of services based on analysis of data con-

solidated in the development of the IoT tech-

nologies.

Media and the entertainment are chang-

ing as a result of the development of IoT tech-

nologies. Improvement in the quality of tele-

com services opens the possibility to use media 

with high resolution at any time and in any cir-

cumstances. Virtual reality accessible through 

mobile devices and applications affects almost 

all social activities. Virtual reality is becom-

ing not just the popular way of social interac-

tion but also one of the forms of entertainment. 

Virtual and augmented reality technologies 

assume immersion of the user inside content 

directly working with his or her emotions. The 

viewer will watch a movie and becomes a kind 

of participant in the story. There is the possi-

bility to act inside the movie, select the view or 

hero on behalf of the narrator or in the manner 

he or she wants to act. Virtual and augmented 

reality technologies are most widely applied in 

the consumer segment (54%), while the share 

of government and business segment accounts 

for only 46% [49]. 

New directions of IoT concept development 

in the Social Internet of Things (SIoT) rep-

resent an integration of IoT and social net-

works. The synthesis of two these phenomena 

provides users with an opportunity to access 

direct “smart” things (without an intermedi-

ary). Thus, the IoT become social. Moreo-

ver, in SIoT smart devices are able to establish 

social links and communicate with each other, 

just as people do in a social network. This is 

made possible by the Search Social Internet of 

Things model (the SSIoT model), where the 

search engine serves as the medium between 

two elements of integration. Correspondingly, 

the SSIoT influences significantly SIoT capa-

bilities and specifications while at the same 

time it contributes to the speed-up of mali-

cious code propagation which is emphasized 

in the study of Fu et al. [50].

The new paradigm of the Social Internet 

of Things (SIoT) has great potential for IoT 

applications and various networking services 

which increase the efficiency, speed of devel-

opment and spread of this innovation. The 

types and the characteristics of the social rela-

tions which can be installed by technologies 

in the SIoT have been identified: OOR rela-

tionships (Ownership Object Relationship), 

SOR relationships (Social Object Relation-

ship) and C-WOR  relationships (Co-work 

object relationship). In accordance with dif-

ferent types of relationships, the Social Inter-

net of things will have a different architecture, 

mobility and scalability [51].

IoT smart objects provide people with a per-

fect opportunity to transfer the reality into the 

virtual dimension in online protected mode 

and create augmented reality. In the IoT, 

smart devices are able not only to be part of 

people’s social network but they are capable 

of creating their own “social” network. This 

state of affairs can lead to development of new 

complex effective services and apps for peo-

ple. Correspondingly, in the framework of 

IoT a new concept of the Web of Things has 

appeared. This paradigm relates to the ability 

to automatically post various information and 

data on social network sites. The problem lies 

in the management of numerous devices and 

web application architecture [52].

One of the most effective systems for provid-

ing public services electronically in the gov-

ernment segment of Internet of Things is the 

Estonian X-Road platform through which cit-

izens can perform almost any operation [53]. 

Cybersecurity of the X-Road is based on block-

chain technology (KSI blockchain), which 

allows the user to track any interaction with the 

system [54]. Such convergence of the Internet 

of Things and blockchain technologies will 
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improve the security of IoT-devices and also 

increase the scalability of the IoT-system and 

the speed of interaction of devices included in 

it. Nowadays there are plans to attract small 

and medium-sized enterprises to use the plat-

form as well as to expand its borders by involv-

ing B2B and B2C segments [55].

For faster penetration of the Internet of 

Things concept, it is necessary to strengthen 

the activity in various fields. First of all, this 

means improving the ICT infrastructure as 

well as strengthening public support for the 

introduction of new technologies. For exam-

ple, in the UK IoTUK Boost launched a pro-

gram aimed at deployment of IoT networks 

that can be used by small and medium-sized 

enterprises [56].A successful example of the 

deployment of the Internet of Things infra-

structure is Estonia, where the international 

IoT operator Sigfox has created a national 

IoT network, access to which is planned 

to be provided for the entire population of 

Estonia. 

Due to digitalization, companies need to 

revise the formats of partnerships, expand 

access to information and provide a new level 

of decentralization of the working environ-

ment. For more effective interaction between 

counterparts, new types of organizational 

structures will be required at the enterprise 

level, including those based on platform tech-

nologies. Moreover, it will be necessary to 

develop and implement new standards for 

interoperability and cybersecurity [21; 57].

Despite effective, dynamic technological 

progress and outcomes, an IoT vision has not 

been generated yet. It will be quite difficult 

for realization, since it is necessary to develop 

the technological infrastructure and social 

Internet culture. But due to this, it is indis-

pensable to create and establish criteria and 

unique standards for the IoT. Consequently, 

there are not only technical challenges but 

political, economic, human and social prob-

lems. Within the escalating number of users, 

the variety of mechanisms and usage scenar-

ios will increase as well. It is necessary to con-

sider the evolution of the Internet of Things 

in connection with the interoperability of 

human activities and electronic devices. The 

current state of affairs involves solving a num-

ber of problems and conducting social, eco-

nomic and technological research [58].

The development of the Internet of Things 

is inextricably linked with the need to increase 

consumer confidence in new, innovative 

products and services, based on confidential-

ity and security of data generated from various 

devices [59]. 

A significant initiative in this direction is the 

activity of the ITU. In 2012, the International 

Telecommunication Union issued its Recom-

mendation ITU-T Y.2060 with the object in 

mind to lead standardization in the area of 

IoT. It explains the definition and the ambit of 

the IoT, determinates key characteristics, fea-

tures and high-level direction and objectives 

for IoT. A reference model IoT is described. 

Ecosystem and business models are presented 

as well. Thus, the implementation of these 

standards has led to the unification of require-

ments, interoperability of smart objects, the 

expansion of the range and an increase in the 

scope of technology and solving the problem 

of heterogeneity in computing systems [60].

In order to solve IoT problems, various 

international organizations are developing 

recommendations and standards in this field. 

Indeed, the CSA Mobile Working Group 

issued an IoT Initiative – Security Guid-

ance. The manual in this document was cre-

ated in such a way as to provide useful guid-

ance in different sectors. It was achieved by 

researching data and architectures in different 

industries and screening the security controls 

that would able to support any one industrial 
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sector. In order to avoid duplication, efforts 

were made to promote and harmonize work-

ing groups of the various sectors [59]. 

The common world practice is to unite 

efforts aimed at stimulating innovation by 

forming global, voluntary standards devel-

oped by regulatory bodies or industry con-

sortiums necessary to ensure interopera-

bility and the growth of the IoT ecosystem. 

Among the key characteristics of consorti-

ums, we can single out the following: pro-

totyping and increasing the scale of produc-

tion as the main line of business; the network 

principle of interaction; self-repayable (after 

the end of budget financing) and an indefi-

nite type of activity based on the cooperation 

of businesses (including small and medium-

sized enterprises), scientific and educational 

organizations. In March 2014, the Indus-

trial Internet Consortium was founded, with 

Intel, IBM, Cisco, GE and AT&T among its 

participants. The main objective of the IIC is 

to unite organizations to promote and accel-

erate the growth of the Industrial Internet of 

Things by identifying, collecting and sharing 

best practices1.

There is also a consortium in the field in Rus-

sia – the Russian Association of the Industrial 

Internet2. The majority of its members is rep-

resented by the information technology sector 

(55.6%), but representatives of such sectors as 

telecommunication services, aerospace, elec-

trical equipment and commercial services are 

also available (11.1% each). This indicates 

importance of Internet of Things technolo-

gies for various sectors of the economy. 

Analysis of the members of the Industrial 

Internet Consortium visually demonstrates 

those sectors of the world economy that are 

already showing an interest in solutions based 

on IoT technologies. In addition to IT com-

panies, scientific organizations, research and 

consulting companies also are participating in 

the development and standardization of the 

Internet of Things. Unlike the foreign consor-

tiums under analysis, Russian scientific organ-

izations are not participants of the RAII. In 

this regard, as measures to develop the Inter-

net of Things in Russia, authors would like to 

recommend that scientific organizations take 

a proactive stance and get involved in the work 

on the development and standardization of 

the Internet of Things within the framework 

of the Russian consortium, as well as compa-

nies from other sectors such as energy, finance 

and machinery.

4. Prospects for IoT development

Regarding the supply side of the IoT mar-

ket, there is the very important question to be 

answered: how the suppliers on the IoT mar-

ket can improve their performance? The cor-

relation between Gartner’s 2015 Hype Cycle 

for Emerging Technologies and the technology 

adoption life cycle was investigated to deter-

mine the target group of population with most 

likely potential as IoT market consumers.

Comparison of the two afore-mentioned 

methods [18; 19] shows that IoT solutions are 

attractive to early adopters who understand 

the advantages of the new technology, evaluate 

them and link potential benefits of the IoT with 

their interests. Their decision to buy something 

will be based on the degree of this commonality. 

Because early adopters do not rely on author-

ities for purchasing decisions, they use their 

own intuition and foresight. So they a play key 

role in opening any new digital technologies 

market segment. According to the technology 

adoption life cycle, there is a challenging goal 

1  https://www.iiconsortium.org/members.htm2016, No. 1758
2  http://iotunion.ru/en/uchastniki?limitstart=0
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to overcome the “chasm” stage and attract the 

“early majority” group interested in IoT tech-

nologies. 

Conclusion

The rate and efficiency of IoT development 

within the coming 15 years will to a large extent 

depend on further distribution of fixed and 

mobile broadband communication and reduc-

tion in the cost of connected devices [5; 28]. 

Moreover, development of the IoT potential 

is possible thanks to the development and use 

of processing technologies and big data anal-

ysis generated from various sensors and other 

devices. Skills for data analysis are the key asset 

for the future. In this regard, there is the possi-

bility to increase social inequality: some part of 

the population will take advantage of the new 

opportunities opened by the Internet of Things 

improving their quality of life while for others 

these benefits are unavailable [46].

For further research, it seems interesting to 

compile socio-psychological portraits of con-

sumers for each segment of the IoT market 

directly affecting the economy. Identification 

of these groups of consumers will be impor-

tant for marketing departments of companies, 

for the Internet of Things providers, as well as 

for government.

Concluding the research, it is worth men-

tioning that some people do not notice how 

the technologies of the IoT are becoming part 

of their daily lives. When buying a new apart-

ment, consumers often already are acquiring 

IoT solutions aimed at saving electricity, water 

and heating. It is necessary to inform the pop-

ulation about the new opportunities open-

ing up for Internet of Things users in order to 

stimulate the demand for IoT solutions.

It should be stressed that the Internet of 

Things is one of the key technologies of the 

fourth industrial revolution, similar to the 

case of previous industrial revolutions and so 

it has an impact on the labor market. The latter 

aspect could be a prospective field for further 

research. On the one hand, there is growing 

demand for highly qualified specialists particu-

larly in the field of cloud computing and big 

data. But on the other hand, the spread of the 

Internet of Things leads to a reduction in the 

demand for low skilled labor. In order to set-

tle the social problems which arise, it is neces-

sary to carry out programs to improve the skills 

of employees both at the governmental level 

and at the micro (enterprise) level. Therefore, 

it is necessary to expand the intake of univer-

sity applicants in ICT technologies, to open 

new programs within the bachelor’s and mas-

ter’s programs aimed at training highly qual-

ified specialists in the field of the Internet of 

Things, cloud computing, big data, distributed 

computing, etc. For example, in the USA more 

than half a million students with a specialty in 

STEM (science, technology, engineering and 

mathematics) graduate from educational insti-

tutions each year and in China – 4.7 mln stu-

dents [61]. In addition, at the micro level com-

panies need to improve the skills of employees 

in order to remain competitive on modern 

dynamically changing markets. 
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