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Abstract

The paper is devoted to fuzzy cognitive modeling, which is an effective tool for studying semi-
structured socio-economic systems. The emphasis is on the process of developing (identification) 
fuzzy cognitive models, which are the most complex and critical stage of cognitive modeling.
Existing identification methods are classified as either expert or statistical, depending on the source 
of information used. Typically, when constructing fuzzy cognitive models of semi-structured 
systems, the system under consideration possesses both quantitative (measurable) factors and 
factors of a relative, qualitative nature. While statistical data on the quantitative factors may be 
available, the only available source of information on the qualitative factors is expert knowledge. 
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Introduction

For socio-economic and other humani-
tarian systems, prediction and devel-
opment of managerial strategies are 

complicated due to the following considera-
tions:

 the multidimensional nature of the pro-
cesses in the systems;

However, each of the existing identification approaches focuses on just one source type, either 
expert or statistical. Thus, it is crucial to develop a more general approach to the development 
of fuzzy cognitive models for semi-structured systems to ensure reliable and consistent results 
by coordinated processing of information of both expert and statistical origins. We developed 
such an approach based on several identification methods with the subsequent coordination of 
intermediate results. To demonstrate the proposed approach, we applied it to a management 
problem of integrated development of rural areas. The fuzzy cognitive model we obtained can be 
used to predict the state of rural areas depending on initial trends and managerial actions, as well 
as to search and analyze effective managerial strategies for their development.

Graphical abstract

 the complexity of the connections between 
the processes, as well as their temporal varia-
bility;

 lack of quantitative information on dynam-
ics of the processes. 

This means that we can classify social, eco-
nomic, and other similar systems as semi-struc-
tured. It can be complicated or even impos-

Key words: cognitive modeling; fuzzy cognitive model; identification of a cognitive model; pairwise  
comparison method; regression analysis; socio-economic system; integrated development of rural areas.

Citation: Podgorskaya S.V., Podvesovskii A.G., Isaev R.A., Antonova N.I. (2019) Fuzzy cognitive models  
for socio-economic systems as applied to a management model for integrated development of rural areas.  
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sible to study and manage such systems based 
on analytical models that describe correlations 
between the input or output parameters. How-
ever, we can use models based on expert infor-
mation, experience, judgement and intuition. 

Semi-structured systems are often mod-
eled using the cognitive approach. According 
to this approach, managerial solutions should 
be based on formal models and methods which 
use human cognitive abilities (perception, 
imagination, knowledge, understanding, and 
explanation) [1]. The term “cognitive mode-
ling” refers to cognitive approach-based meth-
ods of structure and target as well as imitation 
modeling of systems. In other words, cognitive 
modeling allows us to study a system’s struc-
ture and operation by analyzing its cognitive 
model. 

Fuzzy logic is often used in cognitive mode-
ling as a mathematical tool. There are a num-
ber of cognitive models which are based on 
fuzzy cognitive maps (FCM). A detailed review 
of these models is presented in [2]. In particu-
lar, Silov’s FCMs, which are the extensions of 
signed cognitive maps [4], were introduced in 
[3] and have proved successful in applied prob-
lems of modeling and analysis of semi-struc-
tured systems.

In this paper, we present an approach to the 
development of cognitive models of semi-struc-
tured systems based on expert and statistical 
information. We also present an application of 
the method to a management model for inte-
grated development of rural areas. 

1. Key concepts  
in cognitive modeling

A cognitive model is based on a formal repre-
sentation of the cause and effect links between 
the factors that describe a system. The system is 
represented as a cause and effect network (cog-
nitive map), which has the following form:

                          G = < E, W >,	 (1)

where  – a set of factors 
(concepts); 

W – a binary relation on the set E, which 
determines connections between its elements. 

Concepts can reflect both absolute and meas-
urable system characteristics (such as popula-
tion or income), as well as relative qualitative 
parameters (popularity, competitiveness, etc.)

If changes in the  concept cause changes in 
the  concept, we say that ei influences  and 
denote this as  or  (hereinaf-
ter , where  is the number of con-
cepts). An influence is called positive when an 
increase in the  state leads to an increase in 
the  state, and negative otherwise. 

When we develop a fuzzy cognitive model, we 
assume that the intensity of mutual influence of 
the concepts can vary. In this case,  is deter-
mined as a fuzzy relation, and the correspond-
ing cognitive map is called a fuzzy cognitive map 
(FCM). 

Silov’s FCM is an example of such a model, 
where the  relation is given as a set of num-
bers 

 
that reflect the direction and inten-

sity level (weight) of the influence between the 
concepts  and   . The following assumptions 
are made: 

a) –1 ≤  ≤ 1;
b)  = 0 if  does not influence 

 
;

c)  = 1 for the maximum positive influence 
of  onto 

 
;

d)  = –1 for the maximum negative influ-
ence of  onto 

 
;

e)  takes other permissible values for other 
values of the intensity. 

Such an FCM can be represented as an ori-
ented weighted graph, where vertices and edges 
correspond to the concepts and cause and 
effect relations, respectively. Weights of the 
edges are determined by the corresponding  
values. The  relation can be represented as 
a n  n matrix (where n is the number of con-
cepts in the FCM), which is called a cognitive 
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matrix and is an adjacency matrix for the cog-
nitive graph. 

The first stage in fuzzy cognitive modeling is 
to create an FCM for the system under consid-
eration. This can be done by using data from 
experts, or by analyzing the available statisti-
cal information. The next stage is the modeling, 
and the problems here can fall into the follow-
ing two types:

 static (structure and target) analysis, 
where we look for the concepts that influence 
the modeling the most, reveal contradictions 
between the goals, analyze feedback loops, etc.;

 dynamic (scenario) analysis, aimed at the 
prognosis of the system’s state under various 
managerial actions, as well as at generation and 
selection of optimal actions that will bring the 
system into the desirable state (various mod-
els of impulse processes can be used to describe 
the system’s dynamics [5]).

The results of a modeling are usually repre-
sented by tables and plots. To be understood by 
an expert, the results must be interpreted using 
natural language and understandable terminol-
ogy [6].

2. Identification of the parameters  
for a fuzzy cognitive model:  

existing approaches 

The stage where we weight the links between 
the concepts is called a parametric identifi-
cation; this is one of the most complex and 
important stages in cognitive modeling. The 
more reliable the results of this stage are, the 
more reliable is the final cognitive model. 

Classification of the weighting methods is 
presented in Figure 1.

Weights for an FCM are usually determined 
by an expert method, either direct or indirect. 

In the direct methods, the weights are directly 
specified by an expert [7]. This is the sim-
plest way, but the results can be unreliable and 
unjustified due to the human factor. Indirect 
methods are less subjective, and the weighting 

problem can be represented as a series of less 
complicated subtasks. Some examples are the 
Saaty’s pairwise comparison method [8], Yag-
er’s level sets method [9], as well as authors’ 
modifications of these methods that improve 
the FCM’s efficacy [10, 11].

As we have mentioned above, some concepts 
may reflect qualitative characteristics of the sys-
tem being researched. If there are statistical data 
on the values of these characteristics, we can use 
them to weight the links between the concepts. 
In this case, expert estimates may or may not be 
used. Therefore, to identify the FCM’s param-
eters, we can additionally use statistical meth-
ods [12, 13].

Let’s consider the two methods used during 
the experimental stage of the research. 

3. Pairwise comparison method  
for weighting the links in a fuzzy  

cognitive model

This chapter is based on the authors’ research 
[10]. The approach proposed there is used in 
the present paper as part of a more general 
approach for FCM development.
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Fig. 1. Classification of the methods  
of FCM parametric identification
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When experts apply the pairwise compari-
son method for parametric FCM identifica-
tion, they consider a certain concept  pairwise 
with all the concepts linked to it. Concepts that 
influence the concept  are considered sepa-
rately from the concepts that are influenced by 
it. Concepts whose influences have different 
signs are also considered separately. For each 
of the pairs, the concept that influences the 
most gets selected, and the link with this con-
cept is assigned a bigger weight. As a result, we 
obtain a pairwise comparison matrix , where 
every element 

 
reflects the ratio of the links 

between the concepts  and 
 
. In this matrix 

 and .

To formalize 
 
estimations, the scales pre-

sented in Table 1 may be used (the alternative 
scale is introduced and justified by the authors 
in [10]).

Table 1. 
Values for two  

appropriate scales

Verbal description classical 
scale

alternative  
scale

No advantage 1 9/9

Almost no advantage 2 9/8

Slight advantage 3 9/7

Almost considerable 4 9/6

Considerable advantage 5 9/5

Almost clear advantage 6 9/4

Clear advantage 7 9/3

Almost absolute advantage 8 9/2

Absolute advantage 9 9/1

Next, the matrix  must be checked for con-
sistency. This is done by calculating the con-
sistency index , and consistency ratio :

                           	
(2)

                              
	 (3)

where  – an experimentally obtained esti-
mation for the expected value of the consist-
ency; 

 – the largest eigenvalue of the matrix ; 

 – the dimension of the matrix .

If  values are greater than 0.1, the matrix  
is inconsistent. In this case the model needs to 
be re-evaluated. 

The weights vector  is calculated using the 
eigenvector of the matrix  at :

                           
W =  W.	 (4)

Lastly, the vector W must be normalized by 
dividing all its elements by the maximum ele-
ment and multiplying by the strength coef-
ficient k  (0, 1]. This coefficient is usually 
set by an expert and reflects the weight of the 
link. 

4. Weights of the links based  
on regression analysis  

and elasticity coefficients 

In [12, 14], the authors presented a method 
that weighs FCM links based on statisti-
cal data. The method includes the following 
steps:

1. development of a linear regression model 
(pair or multiple) using the available statistical 
data;

2. estimation of the model and importance of 
its parameters;

3. check for multicollinearity (in case of mul-
tiple regression) and its elimination; 

4. using elasticity coefficients as the base for 
the links’ weights:

                                
	 (5)

MODELING OF SOCIAL AND ECONOMIC SYSTEMS
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where  is a regression coefficient in the lin-
ear regression model,  and  are the sample 
means;

5. normalization of the elasticity coeffi-
cients (to obtain the links’ weights in the range 
[–1, 1]) using a sigmoid normalization function:

                   	 (6)

where the coefficient  is the slope of the func-
tion.

One of the ways to obtain the value of  is to 
set the elasticity coefficient  in such a way 
that the link’s weight equals a certain value .  
Then the coefficient  can be obtained from the 
following formula:

                           	 (7)

where  – the elasticity coefficient; 

 – the link’s weight (both are set by an 
expert).

5. Development  
of fuzzy cognitive models  
using coherent processing  

of expert and statistical information 

Dealing with semi-structured systems (espe-
cially socio-economic ones), we typically 
have both quantitative (measurable) and rela-
tive, qualitative factors. We may have statistical 
data on quantitative factors, but we can only 
rely on expert knowledge when qualitative fac-
tors are concerned. However, every identifica-
tion method available now uses a single type of 
information – either expert or statistical infor-
mation. 

Therefore, it is very important to develop 
a more general approach to fuzzy cognitive 
models of semi-structured systems which 
could use coherent processing of both types of 
information and ensure reliable and consist-
ent results. 

Such an approach may be based on com-
bined use of available identification meth-
ods (several of which are developed by the 
authors) with subsequent coordination of the 
results. This means that to identify the links 
between the concepts we can use statistical 
methods when we have statistical data, and 
expert methods otherwise. For the results to 
be reliable and consistent, we need to coordi-
nate the outcomes of both approaches. 

Let us briefly describe some possible ways to 
coordinate the results of processing the expert 
and statistical information. 

1. Statistical estimations may be used to 
improve and supplement the expert results. 
For example, for expert weighting by the pair-
wise comparison method, we need to set a 
strength coefficient for the links, and we can 
do this by using the available statistical esti-
mations. This approach is preferable when 
statistical data are more reliable than the 
expert estimations. 

2. As opposed to the above, expert estima-
tions may be used to normalize statistical data, 
in particular, to identify a normalization func-
tion. This approach should be applied when 
expert estimations are highly reliable. 

3. In some cases, statistical estimations may 
be used to coordinate separate sets of expert 
estimations. 

4. Expert estimations may be used to coordi-
nate statistical estimations for different parts of 
an FCM, as well as estimations obtained on the 
basis of statistical data of different types. 

This approach is presented below as applied 
to the development of a fuzzy cognitive model 
for managing integrated development of rural 
areas.

6. Fuzzy cognitive model  
for managing integrated  

development of rural areas

Rural areas as research and management 
subjects are highly dynamical, and the pro-

MODELING OF SOCIAL AND ECONOMIC SYSTEMS
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cesses in them are multidimensional. Many 
elements and links in this system are not fully 
researched and can be described only quali-
tatively. We also lack information on the sys-
tem’s behavior. The processes in the system 
vary over time, and they are typically nonlin-
ear. Therefore, rural areas can be considered 
as semi-structured systems. 

Hence, we propose to use a fuzzy cognitive 
model for studying the development of rural 
areas and finding effective managerial solu-
tions for their sustainability. 

We developed such a model using the IGLA 

decision support system. This system was 

developed by research at the “Information 

technology and software” department, Bry-

ansk State Technical University [15].

The only way to obtain complete and reli-

able information on the structure and devel-

opment of a rural socio-economic system is to 

use proper data collection technologies. So, 

we asked ten experts on rural socio-economic 

development to fill out a specially designed 

questionnaire. In addition, we researched 

Russian monographs on sustainable manage-

ment of rural areas [16–23].

We concluded that in a cognitive model for 

managing integrated development of rural 

areas it is feasible to use eleven most impor-

tant concepts. These concepts can be divided 

into four blocks (Table 2). 

The next stage in the development of a cog-

nitive model is finding links between the con-

cepts. The experts used a cognitive map to 

reveal cause and effect links between the con-

cepts and their influence type (either positive 

or negative).

The selected concepts are qualitative and 

quantitative elements of the system. Some of 

the quantitative elements can be described by 

statistical parameters, and we can estimate the 

strength of mutual influence by using statisti-

cal methods. This can essentially increase the 

model’s objectivity and validity. 

However, the concepts from the institu-

tional and ecological blocks cannot be quan-

tified, hence it is impossible to use statistical 

methods to estimate their influence on other 

concepts. Therefore, the influence was deter-

mined by experts. To obtain and process the 

expert knowledge, we used an authors’ modi-

fication of the pairwise comparison method, 

where an alternative scale for the preference 

estimation is applied [10]. 

The cognitive model also includes the fol-
lowing concepts from the socio-demographic 
and economic blocks: population, unemploy-
ment level, agricultural production, per cap-

Table 2.
Concepts in a cognitive model  

for managing integrated  
development of rural areas

Institutional block

1. Development of market infrastructure  
(tax, credit, budget, and innovational politics)

2. Development of rural self-government 

Socio-demographic block

3. Average population per year
4. Unemployment level
5. Development of the social sphere

Economic block

6. Per capita income
7. Agricultural production
8. Development of small and medium businesses 
9. Investments in fixed capital
10. Economic diversification level

Ecological block

11. Negative influence on the environment

MODELING OF SOCIAL AND ECONOMIC SYSTEMS
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ita income and investments in fixed capital. 
These concepts reflect the parameters that are 
described statistically. In this case, to reduce 
the influence of experts’ subjectivity and to 
increase reliability of the results, we processed 
the Russian Statistics Committee’s data for the 
years 2000–2017 using the authors’ method 
[12]. This method is based on the pair and mul-
tiple regressions [24]. 

Since the cognitive model includes both cost 
and nonmonetized parameters, we have to 
exclude the influence of inflation. The follow-
ing indices for the years 2000–2017 were used 
as the deflators:

 consumer price index for ‘Per capita 
income’;

 agricultural produce price index for the 
‘Agricultural production’;

 annual inflation index for the ‘Investments 
in fixed capital’.

Based on the available statistical data, we set 
four regression equations that allow us to esti-
mate five links in the cognitive model:

1). Influence of income on the population;

2). Influence of the agricultural production 
on the unemployment rate;

3). Influence of the unemployment rate on 
the incomes of the population;

4). Influence of the population and invest-
ments in fixed capital on the agricultural pro-
duction (multiple regression).

The regression models we developed allow us 
to make the following conclusions: 

 for the first case, the correlation is very 
high. However, the regression coefficient and 
the corresponding links have opposite signs 
(the sign of the link was set by experts). In our 
opinion, this means that there are other fac-
tors that negatively influence the demograph-
ics in rural areas, such as population makeup 
by sex and age, the number of reproductive 
age women in rural areas, and negative natu-
ral and migration growth of the rural popula-

tion. These factors were not used as concepts 
in the model; 

 the regression coefficient between the pop-
ulation and production is negligible, based on 
the t-statistic, and the corresponding influence 
is insignificant;

 for the remaining three links, the regres-
sion coefficients have correct signs (which 
coincide with the signs set by the experts), 
and they are significant, based on the -sta-
tistic (influence of the production on unem-
ployment, influence of the unemployment on 
income, and influence of the investments on 
production).

The values obtained for the regression coef-
ficients and elasticity coefficients are presented 
in Table 3. 

For the results to be consistent, we now have 
to coordinate the results obtained by process-
ing statistical data and by the expert approach. 
To do this, let us consider how the concept 
“Investments in fixed capital” influences the 
concept “Agricultural production”. Using 
the aforementioned method of identification 
of the normalization function, we calculate 
the value for the parameter  so the elasticity 
coefficient after the normalization will coin-
cide with the experts’ estimation of 0.8: 

               	 (8)

Normalization of the elasticity coefficients 
allows us to calculate the weights of the links 
between the concepts. They are also presented 
in Table 3. 

The final results of the parametric FCM 
identification are presented in Table 4. 

The weights calculated from statistical data 
both supplement the experts’ results and 
increase the objectivity and justification of the 
parameters in a fuzzy cognitive model. 

A graphic FCM representation obtained by 
the visualization subsystem of the IGLA deci-
sion support system is presented in Figure 2. 
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Table 4.
Fuzzy cognitive matrix

Influencing 
concepts 

Influenced concepts

1 2 3 4 5 6 7 8 9 10 11

1 0 0.434 0 0 0 0 0 0.654 0.512 0 0

2 0 0 0 0 0.53 0 0 0.471 0 0.417 0

3 0 0 0 0 0 0 0.178 0 0 0 0

4 0 0 0 0 –0.55 –0.99 0 0 0 0 0

5 0 0 0.353 0 0 0 0 0 0 0 0

6 0 0 0.118 0 0.353 0 0 0 0 0 0

7 0 0 0 –0.39 0 0 0 0 0 0 0.564

8 0 0 0 –0.69 0 0.527 0.8 0 0 0 0.446

9 0 0 0 0 0 0 0.78 0.691 0 0 0.418

10 0 0 0 –0.52 0.531 0 0 0.393 0 0 0

11 0 0 –0.6 0 0 0 0 0 0 0 0

Table 3.
Weights of some FCM links calculated  

based on statistical data 

Influence
Regression  
coefficient

Elasticity  
coefficient

Weight  
of the link

‘Agricultural production’  
on the ‘Unemployment rate’ –0.00236 –0.306 –0.39

‘Unemployment rate 
’on the ‘Per capita income’ –1272.176 –3.378 –0.99

‘Investments in fixed capital’  
on the ‘Agricultural production’ 6.975 0.809 0.8
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Different colors correspond to different blocks 
(Table 2). Several other ways to visualize an 
FCM are described in [25]. 

The model we obtained may be used for the 
following purposes:

 to reveal the factors that influence the rural 
areas’ development the most which must be 
addressed when taking managerial decisions; 

 to predict the state of rural areas given ini-
tial tendencies and possible managerial deci-
sions (or without them); 

 to find effective strategies for rural areas’ 
management that could help reach certain 
goals. 

All these problems can be solved by struc-
ture and target and scenario analysis of the 

Fig. 2. Fuzzy cognitive model for rural integrated development management

Investments into 
fixed capital

Unemployment  
rate

Population

Social sphere

Per capita income

Rural  
self-government

Market  
infrastructure

Agricultural  
production

Negative influence  
on the environment

Development of small  
and medium enterprises

Diversification  
of the economics

cognitive model so developed. These stages 
of cognitive modeling lie outside the scope 
of this paper and will be addressed in future 
research. 

Conclusion

We present a method to develop fuzzy cog-
nitive models for socio-economic systems 
containing both quantitative and relative, 
qualitative factors. It is assumed that statis-
tics on the quantitative factors may be avail-
able. In this case, these factors may be pro-
cesses using the authors’ methods for FCM 
identification.

The method also utilizes an expert’s knowl-
edge (or that of a group of experts) obtained 
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and processed using expert methods for FCM 
parametric identification, such as the Saaty’s 
pairwise comparison method or Yager’s level 
sets method. 

The final important step of the method is to 
coordinate the intermediate results obtained 
by both expert and statistical methods. This 
step ensures that the final results are highly 
reliable and consistent. This, in turn, ensures 
a high quality of cognitive models as well as 
high efficiency of the subsequent managerial 
decisions. 

The proposed approach is applied to the 
problem of managing integrated development 

of rural areas. The FCM obtained may be used 
to predict development of rural areas given dif-
ferent initial tendencies and managerial deci-
sions as well as to find and analyze effective 
managerial strategies. 

It is important that further research be devoted 
to structure and target, as well as scenario anal-
ysis of the model developed. 

Another promising research direction is to 
update the approach presented to support group 
expertise during an FCM development. Methods 
that would permit us to evaluate the consistency 
of a group’s opinions and to reach the necessary 
level of consistency need to be developed. 
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Abstract

This article deals with the formulation of a decision support system (DSS) in the field of 
regional development management. The review of existing approaches in this area presented here 
attests, on the one hand, to their diversity, and on the other hand allows us to draw conclusions 
about the need to address several methodological and practical issues of decision support in 
terms of innovative development of regions. Based on this, the goal of the research was to develop 
the concept of DSS to justify the parameters of an innovative development strategy for regional 
development based on adaptive mechanisms for coordinating the interests of economic agents.
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The methodology of the study is based on the synthesis of various approaches in the framework of 
integration into the structure of adaptive simulation models of problem-oriented knowledge bases with 
the mechanism of logical inference, as well as intelligent technologies for processing semi-structured 
information used to find solutions in the process of shaping and adjusting the parameters for managing 
innovative development of a region. The result of the study is a theoretical justification for developing 
problem-oriented DSS, including a description of the interrelated stages that determine the main 
design features of this tool. In the framework of the study, a conceptual scheme for implementing 
DSS in the field of managing innovative development of regions is proposed, and the key functional 
blocks of the proposed tools are described. In addition, the place of existing tools in the structure of 
the regional development management system is determined, and we show the possibilities of their 
use in the formation of forecast-planned assessments of the development of the region, as well as in 
the evaluation of the effectiveness of alternative management actions. The proposed tools will expand 
the possibilities of applying the methods of management theory and decision support, intelligent 
information technology, economic and mathematical methods and modern computer simulation 
technologies for strategic planning of socio-economic systems of macro- and meso-level. In practice, 
the tools may be of interest to public authorities in solving problems in in the formulation of innovative 
regional development strategies for Russian regions, the formation of medium-term forecasts and the 
justification of the parameters of social, economic and budgetary policy.
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Introduction

The regional socio-economic system by 
virtue of its nature is a complex, multi-
aspect and multi-purpose system, 

including many elements and heterogeneous 
relationships in all spheres of society. Ongoing 
economic processes have a direct influence on 
the stability and sustainability of the develop-
ment of the region as a whole. Moreover, in the 
context of global competition for various types 
of limited resources, the determining factor 
is the ability of regional authorities to facili-
tate the innovative potential of the population 
and enterprises. The formulation of appropri-
ate strategies for innovative development needs 
in-depth comprehensive substantiation, deter-
mination of target reference points, a resource 
base and optimal ways to solve the assigned 
tasks. In this regard, an objective condition for 
the formation of an effective economic policy is 
the widespread use of scientifically sound man-
agement tools, which, in particular, include 
the tools for developing and substantiating 
the parameters of innovative development of 
the region. At the same time, accelerated eco-
nomic growth should not contradict the more 
global task of achieving balanced development 
of both the real sector of the economy and the 
social sector of the region.

Research in the field of formulating eco-
nomic and mathematical models and tools for 
managing the strategic development of com-
plex social and economic systems and, in par-
ticular, planning innovative development to 
one degree or another, has been carried out in 
recent decades in most developed countries of 
the world. Currently many software products 
have been developed that allow us to solve the 
set of problems of forecasting regional develop-
ment [1]. However, the vast majority of mod-
ern Russian technologies are still based on the 
prerequisites for the functioning of a planned 
economy and do not reflect current market 
conditions for conducting business in the Rus-
sian Federation. Moreover, existing technolo-

gies mainly reflect the inertial mechanisms of 
territorial development and are not aimed at 
solving urgent problems of ensuring acceler-
ated economic growth based on the transition 
to an innovation-oriented development model.

Thus, there are objective prerequisites for 
improving the currently used simulation tools 
due to the wider use of simulation modeling, 
conducting scenario experiments, taking into 
account the objective possibilities and restric-
tions of the regions. In aggregate, this allows us 
to formulate specific mechanisms and set con-
ditions for achieving socially significant devel-
opment priorities.

1. Review  
of existing approaches

Analysis of the current state of research in 
the field of organizing decision support for the 
development of strategies promoting innova-
tive development of the regions implies a com-
prehensive review of issues of strategic man-
agement, the theory of innovative economics 
and development of decision support systems 
(DSS). Separately, we should mention the 
issues of developing economic and mathemat-
ical models in relation to the problem under 
consideration. 

These areas have a well-developed scien-
tific base. In particular, the basic tenets of the 
theory of innovative economics were formed 
already by J. Schumpeter. A number of aspects 
are considered in studies of Kondratiev’s long 
waves, diffusions of C. Freeman’s innova-
tions, and also the technological paradigm of 
S.Yu. Glazyev, C. Peres, D.S. Lvov, Yu.V. Yak-
ovets et al. However, the majority of the availa-
ble studies are not fully focused on quantitative 
assessment and forecast of the influence of fac-
tors of innovative development on the evolu-
tion of territorial social and economic systems. 

In order to solve this problem, it seems nec-
essary to use specialized tools, in particular, 
decision support systems (DSS) [2]. How-
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ever, unfortunately, within the framework of 
the problems being studied, most of the exist-
ing technologies are focused on the tasks of 
managing the development of individual enter-
prises or activities. However, at the regional 
level, where issues of developing strategies for 
innovative development are being addressed, 
these systems do not find practical application. 
Certain works in this area (information and 
analytical DSS on managing innovative activ-
ity in regions [3], DSS on strategy for innova-
tive development of regions [4], etc.) only par-
tially reflect such an essential property of the 
regional system as adaptability of behavior of 
key economic entities [5], or have exclusively 
theoretical or industry-specific significance 
[6]. 

Various directions have also developed in the 
field of economic and mathematical modeling 
of social and economic processes (general eco-
nomic equilibrium models, simulation mod-
eling, probabilistic-statistical models, etc.). 
At the same time, the models used in prac-
tice are mainly mixed and combine the fea-
tures of several different approaches [7]. The 
most famous foreign models in this area are the 
Wharton annual model of the US economy, 
the LIFT model, the Brookings model of the 
US economy and the model of US fiscal policy. 
Among Russian technologies, a special place 
is occupied by the modelling software sys-
tems “SIRENA” and “SIRENA-2” (Institute 
of economy and industrial engineering of the 
RAS Siberian branch), the modelling complex 
“POLIGON-2” (Novosibirsk State Univer-
sity), the “RIM” model (Institute for National 
Economic Forecasts of RAS), and the “Inter-
sectoral Interactions Model” (Institute of the 
economy and scientific and technical progress 
forecasts, USSR Academy of Sciences), the 
CGE-model “RUSEC,” the “Econometric 
model of the Russian economy,” the “CGE-
model of the social and economic system of 
Russia with integrated neural networks” (Cen-
tral Economic and Mathematical Institute of 

RAS), the “Model of the Region of the Rus-
sian North” (Syktyvkar State University), the 
model “Governor,” the ​​“Agent-based model of 
Moscow” (Central Economic and Mathemati-
cal Institute of RAS), etc. [8]. Many complex 
information and analytical systems, including 
the information and analytical complex “Prog-
noz” (CJSC “Prognoz”), are based on the use 
of simulation models [9]. 

Despite the advantages of the models pre-
sented, the parameters of innovative develop-
ment of the regions are presented extremely 
incompletely in them [10, 11]. At the same 
time, many models, in particular, those based 
on econometric equations, do not reflect the 
adaptive properties of agents of the regional 
system, all of which causes a decrease in the 
accuracy of the forecasts obtained. 

In this regard, the aim of this study is to 
develop the concept of a decision support sys-
tem for the process of formulating strategies for 
innovative development of regions. To achieve 
this goal, it is necessary to solve a number of 
problems, including determining the concep-
tual framework for the development of DSS 
and considering the practical aspects of organ-
izing the decision support process.

2. Conceptual framework  
and logic of DSS development 

The set of methodological problems in the 
field of strategic planning of regional devel-
opment determines the need to develop spe-
cial management tools that will reflect the key 
principles of interaction of territorial units 
in the formation of an innovative economy 
and will quickly determine the possible con-
sequences of decisions. A qualitative change 
is required in the methodological and instru-
mental base of the existing system for manag-
ing innovative development of regions through 
the integration of strategic management meth-
ods, economic and statistical analysis, mathe-
matical modeling, decision support theory and 
simulation modeling.
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In order to achieve this goal, first of all, it is 
necessary to consider the place of this tool in the 
regional management system. At the same time, 
the management of territorial development, in 
general, includes two components – strategic 
and operational. The level of strategic manage-
ment sets priorities for the development of the 
region; its main parameters define goals for the 
operational level. The objective of operational 
management, on the other hand, is to solve cur-
rent problems aimed at achieving certain par-
ticular parameters that characterize the strate-
gic goals of the development of the region. A 
change in the parameter values of the regional 
social and economic system (RSES) is directly 
influenced by regulators (control parameters) 
and is the result of the activities of the subjects 
of operational management, as well as processes 
occurring within the system itself and in the 
external environment (Figure 1).

As a decision-maker in relation to the task of 
developing a strategy for innovative develop-

ment of the region (indicated in Figure 1 as the 
“Subject of Strategic Management”), the rele-
vant government bodies should be considered: 
the composition and structure of the bodies dif-
fer slightly in different territorial entities of the 
Russian Federation. First of all, they include the 
Ministry of Economic Development and the 
Ministry of Industry and Innovation Policy.

In the course of solving the tasks of strategic 
management, the formulation and substantia-
tion of long-term large-scale projects are carried 
out. Direct generation of a strategy for innova-
tive development of a regional system entails the 
implementation of a number of stages, includ-
ing the following:

 Defining the goals of the strategy. It should 
be noted that goals should be quantitatively 
measurable, have clear time characteristics, and 
be interconnected with more global parameters 
for the development of the regional economy. 
Therefore, as indicators characterizing the goals 
of implementing the innovative strategy for the 

Fig. 1. The place of DSS in the management system for regional development
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development of the region, we can have, for 
example, the share of innovative products, the 
region’s GRP growth rate and the share of peo-
ple employed in innovative types of economic 
activity;

 Formulation of a list of indicators under 
consideration. The list of these indicators is 
determined based on the afore-mentioned goals, 
the need to consider key factors that influence 
the innovative activity of economic entities, and 
the principles of the formation of a regional sys-
tem model;

 Analysis and identification of problems. At 
this stage, the features of the innovative develop-
ment of a region, its strengths and weaknesses, 
and limitations are determined; 

 Analysis of the influence of scenario 
parameters. At this stage, the influence of sce-
nario parameters on the level of innovative activ-
ity of economic entities is considered. Within 
the framework of the proposed approach, mod-
eling the influence of external conditions differs 
only in the principle of determining the values of 
indicators, while for the economic agents them-
selves there is no fundamental difference;

 Identification of controlled parame-
ters and mechanisms for controlling them. 
It should be noted that in the field of innova-
tive development, management is carried out 
mainly by indirect methods, in particular, by 
creating favorable conditions for the formation 
and implementation of innovations;

 Definition of development goals, a set of 
targets and their quantitative characteristics. 
At this stage, using the methods of economic 
and mathematical modeling, the planned values 
of the previously considered indicators are sub-
stantiated;

 Formulation of a set of measures aimed at 
achieving the goal. The use of DSS at this stage 
provides the opportunity to take into account 
previously obtained results of state policy to 
enhance the innovative potential of a region. 
For these purposes, an appropriate precedent 
base may be applied;

 Substantiation of the efficiency of meas-
ures and assessment of the amount of necessary 
resources.

From the list presented, it follows that the 
task of substantiating the parameters of innova-
tive development of the region is multi-faceted 
and must reflect the behavior of agents of the 
regional system. This statement of the problem 
determines the need for the synthesis of various 
approaches to research. A similar requirement is 
implemented when using DSS based on adap-
tive-simulation models (ASM) [12]. 

Within the framework of this study, the region’s 
ASM is understood as a model based on the idea 
of consistent adaptation to change in the eco-
nomic situation of not only the goals and behav-
ior of individual agents (and, accordingly, their 
strategies), but also the management subsystem. 
It should be noted that the complex social and 
economic systems modeled in this case are also 
adaptive, which leads to the use of the ASM of 
the region to develop a strategy for its develop-
ment.

In general, the theoretical substantiation for 
the development of such a problem-oriented 
decision support system should include the 
implementation of several successively inter-
connected stages that determine the main 
design features. 

Within the framework of the conceptual stage, 
one must clearly define the basic principles and 
requirements for the development of decision 
support tools applicable to developing strategies 
for innovative development of regions. 

The key principle of this study is a systematic 
approach, consisting in the need to analyze all 
the basic elements and interconnections of the 
regional system that form the basis for inno-
vative development, as well as a description of 
their most significant properties and the deter-
mining factors for innovative development. At 
the same time, such principles as adaptabil-
ity and consistency of decision-making proce-
dures by agents and the regional management 
system in the framework of the implementation 
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of measures of state social and economic policy 
are also significant. The principle of integrity 
requires consideration of various aspects that 
determine the degree to which the innovative 
potential of a region is implemented, including 
economic, social, institutional, organizational, 
technical and other factors. The principle of 
conformity with the objectives of the study pre-
determines limitations on the structure of the 
parameters under consideration and helps to 
avoid significant deviations associated with the 
diversity of life in society, including by focusing 
on the factors of innovative development of the 
region. The principles of scientific validity and 
practical applicability, complementing each 
other, provide orientation, on the one hand, 
on a scientific basis (including the previously 
mentioned technologies in the field of formu-
lating, implementing and disseminating inno-
vations), and on the other hand, on the tasks of 
economic development facing public author-
ities of the territorial entities of the Russian 
Federation. Another important principle is the 
comparability of data, due, inter alia, to the 
need to use heterogeneous and different-sized 
characteristics obtained from various sources 
and relating to different time periods.

It is also necessary to formulate a common 
research methodology, substantiate approaches, 
methods and technologies, as well as determine 
the concept of reflecting adaptive management 
schemes in the simulation model of the region’s 
economic system (for example, using evolu-
tionary procedures as part of decision support 
[13]). It should be noted that the research meth-
odology reflects a systematic view of the region 
with the determination of the place, role and 
relationships of economic, social and innova-
tive processes in the reproduction process, for-
malized on the basis of the adaptive-simulation 
model (ASM) of the region.

In the future, during the design and mathe-
matical formalization of the simulation model, 
we see the integration of structural elements 
and functional relationships which are nec-

essary to substantiate the parameters of the 
region’s innovative development strategies. 
In this regard, on the basis of the methodol-
ogy presented, one must develop logical, infor-
mational and mathematical models for the 
entire complex of economic agents under con-
sideration. At the same time, it is necessary to 
develop a management subsystem designed to 
solve the problem of innovative development. 

This subsystem, in our opinion, includes an 
indicative planning model and a set of con-
trol parameters that can be used to substanti-
ate the parameters of economic development 
strategies by utilizing the innovative potential 
of the region. In addition, the development of 
an algorithm for classifying situations based on 
fuzzy logic methods [14, 15] and adjusting the 
indicative plan will make it possible to deter-
mine the necessary regulatory effects. This 
procedure is carried out to achieve the planned 
guidelines for the development of a region as 
part of adapting the functioning strategy of 
both the economic subsystem and the manage-
ment subsystem. 

Among the factors of innovative develop-
ment, researchers distinguish the following: 

 strategic (the quality of strategic planning, 
the level of formation of the national innova-
tion system); 

 economic (the availability of financial 
resources of organizations, the investment sit-
uation, the variety of forms of management); 

 organizational and management (the level 
of training in the field of innovation manage-
ment, the availability of scientific and research 
and technology potential, the level of develop-
ment of innovative infrastructure); 

 technical and technological (deteriora-
tion of fixed assets, complexity and features of 
production, development and implementation 
of innovations in economically strong busi-
nesses); 

 social (the prestige of various types of labor 
activity, the lack of highly qualified specialists); 
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 institutional (the state of the regulatory 
framework, the level of state support, financing 
of scientific and technical programs); 

 market (demand for an innovative product, 
the level of development of market infrastruc-
ture).

Turning to the direct development of DSS 
software, it is necessary to systematically inte-
grate the above models and algorithms into a 
single tool. In particular, we are talking about 
databases on the state of economic agents and 
the external environment, the user interface, 
the control module, the system for output-
ting the results, etc. This approach is generally 
consistent with research by Russian and for-
eign authors [16]. It also requires the develop-
ment of methodological support for the use of 
DSS when substantiating the parameters of the 
strategy for innovative development of a region. 
These methods should contain a description of 
the process of developing an indicative plan, 
determining the parameters of the regulatory 
impact, as well as conducting computational 
experiments. 

Within the framework of the practical test-
ing of the proposed tools, there are plans to 
implement a set of scenario experiments using 
the ASM of a region to substantiate the most 
appropriate strategy for innovative develop-
ment in the mid-term.

The decision support tools thus developed 
differ from the information and analytical sys-
tems used today in that they use ASM, which 
is focused on substantiating the parameters of 
the strategy for innovative development of the 
economy. This class of models makes it possi-
ble to holistically reflect adaptive properties in 
the behavior of agents and the reaction of the 
control subsystem as part of the implementa-
tion of strategies. The proposed model is distin-
guished by the presence of integrated circuits 
of interaction of subjects in various situations, 
which provides the opportunity to adapt their 
resource strategies in the process of determin-
ing agreed development goals.

3. Practical aspects  
of the organization  

of decision support using  
the adaptive-simulation model

From a practical standpoint, the set of tasks 
to be solved with the use of the decision sup-
port tools we developed is determined based 
on the sequence of stages in the development 
of a strategy for innovative development of a 
region and the need to take into account the 
advantages and disadvantages of individual 
approaches [17]. In this regard the following 
are among the basic tasks:

 collection and storage of factual infor-
mation, including structured (in the form of 
decision-making rules) and weekly structured 
information (in the form of ontologies and 
precedent bases);

 assessment of observed and predicted sit-
uations using a problem-oriented knowledge 
base with a logical inference mechanism;

 making a forecast of changes of the situ-
ation in certain conditions on the basis of an 
adaptive-simulation model;

 substantiation of a set of recommendations 
for the development and adjustment of key 
parameters to manage the region’s innovative 
development.

Taking into account the features of the func-
tioning and development of the control object, 
as well as taking into account the goals and 
objectives of the development of tools, it is 
advisable to use a simulation model reflect-
ing the adaptive properties of the behavior of 
economic agents as its core. At the same time, 
the characteristics of the agent in question and 
decision-making rules based on both their own 
experience and the analysis of the behavior 
of other agents are important. The solution to 
these problems is ensured by using the capabili-
ties of the ASM of the region, which integrates 
three key levels within the framework of a single 
design – economic agents, government, and the 
macro-environment. 
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Of the entire set of parameters describing the 
external environment of the agent (including 
the characteristics of contractors), only a lim-
ited part of them is perceived by the economic 
agent. In addition, information on the state of 
the agent is also available to him only partially. 
Based on this, decisions are made by the agent 
on the basis of limited knowledge (Figure 2). 
Based on this information, as well as taking into 
account the existing rule bases and knowledge 
base, the agent classifies situations and makes 
decisions. Simultaneously with the decision 
itself, the agent forms an image of the desired 
result of the implementation of the strategy. 
Moreover, the decision within the framework of 
this study also means the possible refusal of the 
agent to take any actions. The implementation 
of the decision and, therefore, the consequences 
of this decision are influenced by the parame-
ters of the external environment, including the 
active reaction from the contractors. Thus, the 
consequences of the decision to one degree 
or another differ from the expected results. In 

the course of comparison by the agent of the 
expected and obtained results, either the rules 
and knowledge of the agent are confirmed (if the 
results coincide), or a correction of its rules and 
knowledge bases takes place.

Moreover, in subsequent cycles of the situa-
tion analysis and decision-making, the agent 
in question is guided by a new set of rules and 
knowledge. In accordance with this algorithm, 
the agent is being trained and adapted. That 
is, having a “memory,” he is able not only to 
adjust the quantitative parameters of the deci-
sion, but also to supplement the existing rule 
base in order to identify qualitatively new situ-
ations and develop appropriate decisions.

Another way of adjusting the rule base and 
agent knowledge base is the “exchange” of 
rules and knowledge with contractors. Such a 
mechanism does not imply a direct comparison 
of the expected and observed results obtained 
during decision-making. Through this pro-
cess, the most important properties of agents 
in the social and economic system are imple-
mented, mainly: adaptability and learning abil-
ity. The reflection of these properties allows us 
to model regional processes not from the posi-
tion of a mechanistic approach, but reflecting 
the behavioral characteristics of various agents.

Within the framework of the proposed 
model, it seems appropriate to consider agents 
of three types – “Population”, “Enterprises” 
and “State and municipal government bod-
ies.” In an aggregated form, the logical model 
of the regional system is presented in Figure 3. 
At the same time, the formation of an agent-
based model implies the availability of many 
parameters characterizing each agent of the 
model belonging to one or another type. So, 
for the agent “Population,” not only indicators 
such as “Sex” and “Age” can be considered, 
but also “Level of Education,” “Tendency to 
saving,” etc. Focusing on the innovative com-
ponent of the economic development of the 
region, it should be noted that each of the 
agents of the “Enterprise” type has such char-
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State of  
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Fig. 2. Aggregate scheme of agent’s performance
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acteristics as “Identifier of economic activity,” 
“Volume of shipped products,” “Profitability 
of production,” etc., each of which anyhow 
affects the share of innovative products. Sim-
ilar studies confirm the numerosity of factors 
that influence the level of innovative develop-
ment of the region In particular, [18] demo-
graphic, economic, financial, labor, social, 
investment and some other factors were singled 
out in the research, the total number of which 
is 119 units. 

The management of innovative development 
within the framework of the proposed model is 
an adjustment of the parameters that influence 

the behavior of agents of the regional system. 
The most important parameters in this case are 
the following: 

 GRP of the region; 

 the amount of budget expenses in the field 
of “National Economy;” 

 level of average monthly accrued wages in 
the region; 

 rates of growth of the amount of invest-
ments in fixed assets; 

 deterioration level of fixed assets; 

 the number of post-graduate students and 
doctoral students; 
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 rates of taxes and fees, the value of which 
can be adjusted at the level of territorial units of 
the Russian Federation. 

In addition to quantitative indicators, it is also 
necessary to take into account qualitative param-
eters, such as the quality of strategic planning and 
the level of formation of the national innovation 
system. It is suggested that these parameters be 
evaluated by an expert method and further used in 
calculations using fuzzy logic methods. The state 
of these parameters in the aggregate determines 
the class of the situation, which determines the 
degree of involvement of the innovative poten-
tial of the region. Another feature of the manage-
ment of innovative development of a region taken 
into account within the framework of the model 
is the kind of spread of innovation. Thus, the 
interaction of an agent with innovatively active 
contractors increases its own level of innovative 
activity. The factor of diffusion of innovations is 
thereby taken into account. The question of tak-
ing into account such a factor as the demand for 
innovation(s) remains open. These parameters 
determine the specifics of the model for the con-
sidered task of managing the innovative develop-
ment of a region.

Within the framework of the proposed model, 
the functioning of the agent is defined by a set of 
conditions and relevant rules of behavior. Adjust-
ment of conditions can lead to both quantitative 
and qualitative changes in the characteristics of 
the agent. Such a structure of ASM formulation 
makes it possible to obtain balanced forecast 
estimates of regional development indicators. At 
the same time, the economic and mathemati-
cal model alone does not allow us to solve all the 
tasks assigned to the decision support system, 
and it needs to be supplemented with a complex 
of functional units. The composition and inter-
relation of the units is determined on the basis of 
the tasks defined for this tool (Figure 4). 

Making decisions requires an appropriate ref-
erence database. For its formation within the 
framework of the proposed DSS, a data entry 
and adjustment unit is provided. Moreover, 

the features of the existing approach to assess-
ing the innovative development of the region are 
such that subsequent adjustments to the applied 
methodological base are very likely. Therefore, 
one must provide for the possibility of changing 
the number and structure of indicators, as well 
as the adjustment of previously entered data.

Given the need for periodic updating of data, 
an objective condition for the effective opera-
tion of the tools is the arrangement of monitoring 
of ongoing processes according to strictly estab-
lished parameters. This allows you to form a sta-
tistical base for solving managerial problems and 
track the consequences of decisions, that is, to 
improve the rule base and precedent base used. 
Today working with large amounts of information 
is impossible without using modern information 
technologies for data mining and processing. It 
seems appropriate to organize data storage based 
on the concepts of OLAP and Data Mining. Spe-
cialists in this field indicate that by using these 
technologies it is possible to identify hidden pat-
terns in large amounts of information [19, 20]. 

In addition, the data entry and adjustment 
unit is used to set the task by the decision maker 
(DM). In Figure 4, the indicated problem is 
solved within the framework of the task formu-
lation unit. The feasibility of including this unit 
is determined by the variety of practical tasks 
and areas of application of the tools developed, 
as well as the need to enter data characterizing 
the choice of a regional development strategy.

The strategy formulation unit ensures deter-
mination of a unified strategy for the develop-
ment of a region and allows for the pre-adjust-
ment of a number of model parameters in order 
to determine the priority direction of devel-
opment. In particular, investment-oriented, 
socially-oriented, innovative [21], integrated 
and other strategies can be considered. Based on 
the foregoing, the data entry unit acts as a user 
interface for entering statistical information, 
scenario and control parameters.

The task of determining the parameters of 
innovative development of the regional system 
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(including the issues of information support for 
the procedures for developing a strategy for inno-
vative development of the region [22]) imposes 
some limitations on model experiments. Thus, it 
seems necessary to determine the level of inno-
vative development of the territory [23]. Special-
ists in this area note that within the framework of 
solving this problem, the following restrictions 
can be additionally established [24]:

 aggregation of a set of criteria of different 
sizes and multidirectional in their dynamics;

 consideration of the significance of the cri-
teria within the framework of formulating the 
integrated development indicators;

 formalization of fuzzy characteristics for 
effective analysis of qualitative information, as 
well as clear quantitative data;

 linking the integral indicator with the tar-
get priorities for the strategic development of a 
region. 

The simulation results so obtained serve the 
analysis and identification of problems unit. 
At this stage, a structural analysis, analysis of 
dynamics and other types of analysis are car-
ried out aimed at the direct identification of 
the problem and the factors of its occurrence. 
To solve this problem, the precedent base [25] 
is used; it stores information about the possibil-
ity of using the accumulated experience to solve 
new problems. The enlarged precedent struc-
ture includes two elements – the identification 
and the teaching parts. On the basis of antici-
pated and planned estimates that were deter-
mined during the analysis of development prob-
lems, and a set of precedents, DSS forms a set 
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of decisions for further assessment according to 
certain criteria.

One of the key components of the decision sup-
port system is the decision-making unit. Within 
the framework of this unit, it is suggested to imple-
ment a procedure for classifying situations and 
comparing them with known precedents to deter-
mine further actions. To solve this problem, meth-
ods from the theory of fuzzy logic can be used. 
This approach allows us to track gradual changes 
in the properties of agents of the regional system, 
as well as to consider not only quantitative, but 
also qualitative characteristics. The most signifi-
cant step is the formulation of fuzzy set adjectives 
that describe the semantics of the basic values of 
fuzzy and linguistic variables. The heterogene-
ity of information sources should be taken into 
account. Moreover, the choice of decisions should 
reflect the specifics of innovative development.

The final stage is the formation of a report on 
the results of simulation experiments and the pro-
posed directions for solving the problems identi-
fied. At the same time, it is advisable to use stand-
ard reports that allow decision makers to more 
quickly familiarize themselves with the received 
data. It should be taken into account that the 
decision support system is only a tool that allows 
you to prepare a decision, and it should not 
replace the decision-maker, who has full respon-
sibility [26]. Based on this, an assessment of the 
knowledge gained is carried out. When coordi-
nating the proposed decision on the basis of its 
key parameters, a set of measures is being devel-
oped, the implementation of which leads to an 
adjustment of the parameters of the regional sys-
tem. If the proposed decision has not been agreed 
upon, then the rule bases and precedents bases are 
adjusted with the involvement of relevant experts, 
and the DSS is restarted.

In addition to these functional units and ASM, 
to use the decision support system requires 
appropriate methodological support associated 
with the practical use of tools. It should include 
the following methodologies:

 a methodology for collecting and process-
ing information about the state of the region, 

economic agents and the environment;

 the methodology to set an experiment with 
ASM of the regional system;

 methodology for the development of man-
agerial decisions based on DSS. 

The proposed decision support system can 
become a universal tool that provides decision 
makers with important information for deci-
sion making on the retrospective, current and 
future conditions of the regional system, allow-
ing one to analyze and identify possible deci-
sions to existing problems.

Conclusion

In course of the study, a conceptual scheme 
for a decision support system in the field of 
managing a region’s innovative development 
was developed. The place of the adaptive sim-
ulation model was justified. We identified the 
possibilities of its application within the frame-
work of developing forecasts and plans for the 
development of the region and in assessing the 
effectiveness of the implementation of pub-
lic policy measures. A procedure for decision-
making and a set of functional units provid-
ing the final user’s work with the ASM of the 
region are proposed.

The theoretical significance of the study is 
to expand the possibilities of complex use for 
solving the problems of strategic development 
of regional social and economic systems, both 
methods of management theory and decision 
support and intellectual information technol-
ogies, as well as economic and mathematical 
methods and modern technologies of simu-
lation modeling. We should also note that the 
software tool is practice-oriented. The DSS so 
developed can be used by government bodies in 
determining the parameters of mid-term devel-
opment of the regions of Russia, as well as other 
territorial systems. 
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Abstract

Stress testing as an instrument of risk evaluation is actively used in many international organizations, 
as well as by central banks in many countries. Some organizations (including the Bank of Russia) when 
conducting stress testing do not publish results of the tests, though they are interesting for the business 
community. They are reticent so to avoid causing panic on markets which could lead to a massive outflow 
of deposits from the banking sector as a whole or from some individual banks in particular. As a rule, 
stress testing is conducted relying on huge number of unpublished reporting forms, but the business 
community has no access to them. Only four reporting forms are presented on the Bank of Russia’s 
website. In this paper we propose a simplified algorithm of credit risk stress testing of a banking cluster 
based on the four officially published reporting forms. The algorithm provides modelling of median 
values of banking variables depending on macroeconomic indicators, and subsequent retranslation 
of the received values for assessing the financial position of each bank included in the cluster. It is 
assumed that growth rates of banking indicators obtained from the econometrics models relying on 
median values are the same for each bank in the cluster. As of 1 January 2018, credit risk stress testing 
was conducted for 26 banks, nine of which are system-significant credit institutions. Within the stress 
testing, eight econometric time series models were developed. As a result, it was discovered that 11 out 
of 26 banks in the cluster will face certain difficulties regarding statutory requirements related to capital 
ratios or buffers.
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Introduction

The financial statement of banks largely 
depends on the macroeconomic envi-
ronment in which banks have to oper-

ate. This dependence is manifested both directly 
and indirectly. Direct impact is through the 
revaluation of assets and liabilities depending on 
the base parameter. For example, the open for-
eign-currency position of banks directly depends 
on the value of the exchange rate to the Russian 
ruble; the fair value of the bonds depends on the 
yield curve to maturity, which rises during cri-
sis periods; and the value of shares falls as the 
market index falls. The indirect effect is through 
the financial statements of the bank’s borrowers, 
which lead to a change in the assets quality. As 
a rule, during crisis periods the financial state-
ments of borrowers deteriorate, setting the need 
to charge additional loan loss provisions (LLP), 
all of which leads to a decrease in the bank’s 
capital.

Graphical abstract

Key words: stress testing; credit risk; macroeconomic indicator; econometric model; system-significant  
credit institutions; median. 
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Since banks play the central role in a market 
economy, being the “circulatory system” of the 
economy, all market participants are interested 
in assessing a bank’s financial statement, includ-
ing the Central Bank of the Russian Federation. 
It has all possible information on the activities 
of banks, due to the large number of reporting 
forms provided on a regular basis. In addition 
to the Bank of Russia, the financial statement of 
banks is interesting to their creditors, depositors 
and investors, and mostly to legal entities whose 
deposits and funds on settlement accounts are 
not insured by the state, unlike deposits of indi-
viduals. Moreover, creditors of Russian commer-
cial banks are deprived of the possibility of deep 
analysis of the bank’s financial statements due to 
limited information: there are only four reporting 
forms on the Bank of Russia website that allow 
one to assess the financial statements of banks.

Due to the current geopolitical situation and 
the continuing policy of the Bank of Russia to 
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improve the banking sector, many banks are at 
risk of default. A rough estimate of the impact of 
a deteriorating macroeconomic environment on 
the financial condition of banks can be obtained 
using stress testing methods. The results of stress 
testing conducted by the Bank of Russia are 
not published, but nevertheless, they may be of 
interest to the bank’s lenders and depositors. 
The paper [1] presents the stress testing algo-
rithm for a bank’s credit risk on an individual 
basis based on official, publicly available finan-
cial reports. However, conducting stress testing 
of the credit risk of a large number of banks is  
laborious. Therefore, it is important to develop 
a credit risk stress testing algorithm for a cluster 
of banks.

This paper has the following structure. The 
first paragraph provides a brief overview of 
papers by Russian and foreign scientists on the 
subject of the study; the second section presents 
the stress testing algorithm for a cluster of banks; 
and the third presents the stress testing results 
of certain bank clusters. In the conclusion, the 
main results of the study are formulated.

1. Methods and models for assessing  
the banks’ financial position

A large number of scientific papers by both 
foreign and Russian authors are devoted to the 
analysis of a bank’s financial statements. All 
mathematical models can be divided into sev-
eral categories:

 estimating probability of default [2–6];

 evaluating the financial statements by rat-
ings [7, 8];

 models of technical efficiency [9, 10];

 interest rate models [11–13].

The afore-mentioned methods model the 
current financial statement of a bank, while 
stress testing methods allow us to simulate the 
effect of various macroeconomic shocks on the 
banks’ financial position.

Stress testing as a tool for bank risk assessment 
appeared in the 1990s. However, it became pop-

ular only after the financial crisis of 2007–2009. 
Today the central banks of almost all countries 
with developed and developing economies use 
stress testing to assess future risks during cri-
sis periods. In addition, stress testing as a risk 
assessment tool is used by international organi-
zations such as the Basel Committee on Bank-
ing Supervision and the International Monetary 
Fund. A classification of stress testing tools is 
given in [14].

Credit risk, as the main source of losses, can 
be measured in various ways. Organizations that 
possess the necessary data use non-performing 
loans (NPL) [15], loans of quality categories 4–5 
(according to the Bank of Russia Regulation No 
590-P dated 28 June 2017 “On the Procedure for 
Making Loss Provisions by Credit Institutions for 
Loans and Similar Debts”), as well as their share 
in the portfolio. However, paper [1] presents an 
algorithm for credit risk stress testing based on 
publicly available financial reports; it proposes 
to use the volume of LLP, which can be calcu-
lated relying on changings accounts balances, as 
a measure of credit risk. In this paper, we also use 
LLP to measure credit risk.

Stress testing based on scenario analysis 
should be conducted by regressing the volume 
of NPL on macroeconomic variables. As a rule, 
simple regression models are used, as shown in 
[16]. A more complex model based on panel 
data is presented in [15].

One of the key points in stress testing is the 
stress scenario development. One of the main 
criteria should be its severity and plausibility. 
Central banks use one or more stressful scenar-
ios. This can lead to false positive results (the 
“false illusion” effect), since in one stressful sce-
nario the bank may come to a state of default, and 
in another – will not. Calculating for all scenar-
ios leads to computational burden. Therefore, in 
[17] the principle of “the most severe plausible 
scenario” was proposed. Plausibility can be cal-
culated based on the Mahalanobis distance [18], 
the Kulbek–Leibler distance, the Bregman dis-
tance, and the f-divergence method [19].
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The large number of macroeconomic factors 
that directly or indirectly affect the financial 
statements of banks should be taken into account 
when conducting stress testing. For example, the 
Bank of England when stress testing the seven 
largest banks uses 58 macroeconomic indica-
tors1 and work with them is extremely difficult. 
Many studies have proposed methods for reduc-
ing the dimensionality: in particular, the princi-
pal component method [20] and other methods 
that reduce the dimensionality [21] are used.

The bank can sell a part of its assets with a high 
risk ratio at a large discount in order to meet 
the capital adequacy ratios and premiums. The 
mathematical formalization of such behavioral 
models is described in detail in [22–24].

2. An algorithm of stress testing  
for a cluster of banks

In [25], an information-logical model for 
identifying a group of reliable banks is pre-
sented. This model has four stages:

Stage 1. Collection and aggregation of offi-
cial public reporting data and the macroeco-
nomic variables;

Stage  2. Building the logistic regression 
model for estimating the probability of license 
revocation of Russian commercial banks and 
determining the optimal cut-off value;

Stage  3. Grouping banks with a low prob-
ability of license revocation based on cluster 
analysis or on the basis of specified criteria;

Stage  4. Stress testing the credit risk of a 
selected group of banks in order to identify 
whether the capital is sufficient to cover losses 
associated with credit risk as the main source 
of losses. Banks whose capital adequacy ratios 
are above the minimum values at the end of a 
stressful period are considered to be reliable.

This paper proposes an algorithm for con-
ducting credit risk stress testing for a group of 

banks which is an extension of the algorithm 
presented in [1]. The simulation includes eight 
banking indicators, depending on macroeco-
nomic variables:

 corporate LLP;

 retail LLP;

 corporate loans;

 retail loans;

 individual deposits;

 corporate deposits;

 funds on individuals current accounts;

 funds on corporate settlement accounts.

The following macroeconomic variables are 
used as risk factors in the credit risk stress test-
ing framework:

 mean, standard deviation and variance of 
the exchange rate of the US dollar, in rubles;

 mean, standard deviation and variance of 
the cost of a barrel of Brent oil, in US dollars;

 mean, standard deviation and variance of 
the interbank lending rate MIACR2, in %;

 mean, standard deviation and variance of 
the MICEX3 index, in points;

 mean value, standard deviation and vari-
ance of the RTS index, in points;

 real GDP growth rate (compared to the 
same quarter of previous year), in %;

 the consumer price index growth rate 
(compared to the same quarter of previous 
year), in %;

 the population real income growth rate 
(compared to the same quarter of previous 
year), in %;

 the growth rate of expenditures of the pop-
ulation (compared to the same quarter of pre-
vious year), in %;

 the growth rate of imports (compared to 
the same quarter of previous year), in %.

The whole process of stress testing is divided 
into two main blocks: econometric modeling 
and financial modeling.

1 https://www.bankofengland.co.uk/stress-testing
2 MIACR – Moscow Inter-Bank Actual Credit Rate
3 MICEX – Moscow Interbank Currency Exchange
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Within the first block, econometric modeling 
of bank indicators is carried out. At each time 
point (selected modeling step) for the analyzed 
cluster of banks, for each of the eight bank indi-
cators, their median values are calculated. They 
are further used in calculating the growth rate 
of banking indicators depending on macroe-
conomic variables based on econometric mod-
els, which are estimated using the least squares 
method (OLS). In the case of the presence of 
autocorrelation and / or heteroscedasticity of 
residuals, the heteroskedasticity and autocor-
relation consistent (HAC) Newey–West robust 
standard errors are used.

Parameters of the simulation procedure for 
credit risk stress testing are shown in Table 1.

Table 1. 
Parameters of credit risk  
stress testing simulation

Interval quarter

Simulation period Q1 2008 – Q4 2018

Forecasting horizon 1 year (4 quarters)

Stress scenario 2015 year4

Table 2 shows the necessary data for con-
ducting a credit risk stress test.

In the second block (financial modeling), 
based on the predicted values of banking indi-
cators in the stress period obtained at the 
first stage, the adequacies of total, Tier 1 and 
Common equity Tier 1 capitals are calculated 
for each bank in order to assess whether the 
bank will be able to meet the capital adequacy 
requirements in stress.

Within this framework, the capital adequacy 
ratios are calculated in three steps.

Step 1. Calculation of capital adequacy 
ratios after additional charges of LLP on exist-
ing loan portfolios according to the formula:

          	 (1)

where k – bank in the cluster;

 – the value of i-th capital adequacy ratio 
of bank k at time t 7;

 – i-th capital of bank k at time t;

 – the forecasted charge of LLP in exist-
ing portfolio j of bank k (j = 1 – corporate loans 
portfolio; j = 2 – retail loans portfolio); 

cr
j
 – risk coefficient of portfolio j; 

 – risk weighted assets of capital i of 
bank k.

Step 2. Calculate the growth of loan portfo-
lios in three stages, as shown in Figure 1.

The following designations in the formulas in 
the figure are used: 

 – the actual value of j-th portfolio of bank 
k at time t + 1 (j = 1 – corporate loans portfo-
lio; j = 2 – retail loans portfolio); 

Table 2. 
Data for credit  

risk stress testing

Variable Reporting 
form

Aggregation 
code

N
1.0 04091355 Н1.0

N
1.1 0409135 Н1.1

N
1.2 0409135 Н1.2

High liquid assets 0409135 LAM

Liquid assets 0409135 LAT

Total capital 04091236 000

Tier 1 capital 0409123 106

Common equity  
Tier 1 capital 0409123 102

4 The historical scenario of 2015 means using the values of the parameters that were in 2015 
as the basis of the stress scenario in 2018 

5 Reporting Form 0409135 “Information on Credit Institutions’ Required Ratios and Other 
Performance Indicators”

6 Reporting Form 0409123 “Capital Calculation (Basel III)”
7 Hereafter under “at time t” we consider the end of quarter
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 – the forecasted value of j-th portfolio 
of bank k at time t + 1 (j = 1 – corporate loans 
portfolio; j = 2 – retail loans portfolio); 

 – the surplus of resource base of bank k 
at time t;

 – the growth of resource base of bank k at 
time t;

 – the share of j-th portfolio in total assets 
of bank k;

 – the i-th resource base of bank k at time t;

 – the estimated i-th capital adequacy 
ratio;

rr
i
 – the i-th capital minimum required ratio;

buffer – buffer to capital adequacy ratios.

At the first stage, one checks whether there is 
an inflow of the resource base. If there is an out-
flow of the resource base, the deficit is covered 
by liquid assets. If there is an inflow, then tran-
sition to stage 2, within the framework of which 

the demand for loans from banks is checked. If 
demand falls, then the surplus inflow is invested 
in liquid assets, otherwise transition to stage 
3. The availability of the necessary capital to 
meet the capital requirements is checked. If all 
requirements are met, the funds are invested in 
the loan portfolio, otherwise – in liquid assets.

Step 3. Calculation the capital adequacy 
ratios taking into account the additional charge 
of LLP of newly issued loans using the formula:

       	
(2)

where k – bank in the cluster;

 – the estimated value of i-th capital 
adequacy ratio of bank k at time t taking into 
account newly issued loans;

Fig. 1. The scheme for calculating the volume of portfolio increase

Start

End

Forecast of resource
base variables 

Investing in liquid 
assets

Forecast of loan portfolios 

Investing in loans

Capital adequacy 
calculation

Outflow –  
covering by  
liquid assets

No

No

Yes

Yes

No

Yes

Investing in liquid 
assets
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 – the estimated i-th capital of bank k at 
time t taking into account taking into account 
charged LLP of newly issued loans;

 – the forecasted value of j-th portfolio 
growth of bank k at time t (j = 1 – corporate 
loans portfolio; j = 2 – retail loans portfolio); 

cr
j
 – risk coefficient of portfolio j; 

cp – LLP on newly issued loans;

 – the estimated risk weighted 
assets of capital i of bank k taking into account 
charged LLP of newly issued loans.

For those banks that do not meet capital 
requirements, the additional capitalization 
volumes are calculated by the formula:

,  (3)

where  – the estimated deficit of capital of 
bank k;

 – minimum required capital  
adequacy ratio (i = 0 – total capital, i = 1 – 
Common Equity Tier 1 Capital, i = 2 – Tier 1 
Capital);

 – the final estimated value of i-th capital 
adequacy ratios of bank k;

 – the final estimated risk weighted 
assets of i-th capital of bank k.

Banks that comply with capital adequacy 
requirements on them are considered reliable 
for investments.

3. Stress testing  
the largest Russian bank cluster

In [14], a cluster analysis was conducted on 
banks (334 banks) with a low probability of 
license revocation as estimated on the basis of 
a logistic regression model. According to cluster 
analysis results, 11 clusters were obtained. Table 
3 shows the distribution of banks by clusters.

In this paper, we carried out stress testing of 
the credit risk of the second cluster of banks, 
which includes the largest Russian banks. The 
list of banks forming the second cluster is given 
below in Table 13.

3.1. Econometric models  
for predicting banking variables

Modeling the volume  
of individuals’ deposits

The banks’ deposits from individuals in the 
second cluster positively depend on the real 
GDP growth rate, with a lag of one quarter. 
The results of the econometric model are pre-
sented in Table 4.

The following designations are used in the 
table:

y
t
 – individuals’ deposits;

x
1,t – 1

 – real GDP growth at time t – 1 (in %, 
compared to the same quarter of the previous 
year).

The model is fully appropriate, since tests 
for autocorrelation and heteroscedasticity 
indicate their absence, and the high value of 
the adjusted R2 and a low value MAPE mean 
the model is good for prediction. The graph 
of forecast values of the volume of individual 
deposits of banks of the second cluster in the 
stress scenario is shown in Figure 2.

Table 3. 
Distribution  

of banks by clusters

No of cluster Number of banks 

1 63

2 26

3 15

4 10

5 63

6 28

7 45

8 23

9 29

10 14

11 9
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Table 4. 
Results of modeling individuals’ deposits

Variable Coefficient Test Statistics p-value

constant 1.34 Darbin–Watson 1.66

pcy(y
t – 1

) 0.86*** Breusch–Godfrey 0.53 0.59
x

1,t – 1 0.37* Breusch–Pagan–Godfrey 1.39 0.26

R2 adj 0.68 White test 2.07 0.09

MAPE 4.33%

Significance codes: «***» – 0.001; «**» – 0.01; «*» – 0.5

Table 5. 
Results of modeling corporate deposits

Variable Coefficient Test Statistics p-value

constant 5.01 Darbin–Watson 2.24

pcy(y
t – 1

) 0.64*** Breusch–Godfrey 4.00 0.027

x
1,t – 2 1.33* Breusch–Pagan–Godfrey 0.92 0.40

R2 adj 0.62 White test 1.35 0.26

MAPE 4.53%

Significance codes: «***» – 0.001; «**» – 0.01; «*» – 0.5

700 000 000

600 000 000

500 000 000

400 000 000

300 000 000

200 000 000

100 000 000

0

1-
Ap

r-
08

1-
Se

p-
08

1-
Fe

b-
09

1-
Ju

l-
09

1-
De

c-
09

1-
M

ay
-1

0
1-

Oc
t-

10
1-

M
ar

-1
1

1-
Au

g-
11

1-
Ja

n-
12

1-
Ju

n-
12

1-
No

v-
12

1-
Ap

r-
13

1-
Se

p-
13

1-
Fe

b-
14

1-
Ju

l-
14

1-
De

c-
14

1-
M

ay
-1

5
1-

Oc
t-

15
1-

M
ar

-1
6

1-
Au

g-
16

1-
Ja

n-
17

1-
Ju

n-
17

1-
No

v-
17

1-
Ap

r-
18

1-
Se

p-
18

Th
ou

sa
nd

 ru
bl

es

Actual 
Stress

Fig. 2. The actual and forecasted values of individuals’ deposits

Modeling the volume  
of corporate deposits

The volume of corporate deposits positively 
depends on the real growth rate of GDP with 
a lag of two quarters. The model also has an 
autocorrelation component. The simulation 
results are presented in Table 5.

The following designations are used in the table:

y
t
 – corporate deposits;

x
1,t – 2

 – real GDP growth at time t – 2 (in %, 
compared to the same quarter of the previous 
year).

The model has autocorrelation, to eliminate 
the negative effects of which the Newey–West 
robust standard errors were applied. How-
ever, the model residuals are homoscedastic. 
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The actual and forecasted values of corporate 
deposits of banks of the second cluster in the 
stress scenario are shown in Figure 3.

Modeling the volume  
of the retail loans portfolio

The real GDP growth rate with a one quar-
ter lag has a positive effect on the volume of the 
retail portfolio of banks in the second cluster, 
while the unemployment rate is negative. The 
simulation results are presented in Table 6.

The following designations are used in the 
table: 

y
t
 – retail loans portfolio;

x
1,t –1

 – real GDP growth at time t – 1 (in %, 
compared to the same quarter of the previous 
year);

x
2,t

 – the unemployment rate at time t (in %).

The model residuals are autocorrelated, but 
homoscedastic. To eliminate the negative effects 

Fig. 3. The actual and forecasted values of corporate deposits 

of autocorrelation, the Newey–West robust 
standard errors were applied. The high value of 
adjusted R2 and the low MAPE indicate the suit-
ability of the model for prediction. The actual 
and forecasted values of the retail loans portfolio 
of banks of the second cluster in the stress period 
are shown in Figure 4.

Modeling the volume  
of the corporate loans portfolio

Interest rates of corporate loans over a year 
(negatively) and prices for a barrel of Brent crude 
oil (positively) determine the volume of the cor-
porate portfolio of banks in the second cluster. 
The simulation results are presented in Table 7.

The following designations are used in the 
table: 

y
t
 – the volume of corporate loans portfolio;

x
1,t 

 – corporate loan’s interest rate at time t 
(in %);

Table 6. 
Results of modeling the retail loans portfolio

Variable Coefficient Test Statistics p-value

constant –0.72*** Darbin–Watson 1.11

pcy(y
t – 1

) 0.73*** Breusch–Godfrey 3.98 0.028

x
1,t –1 1.57*** Breusch–Pagan–Godfrey 2.28 0.096

x
2,t –0.34*** White test 1.44 0.21

R2 adj 0.86
MAPE 6.71%

Significance codes: «***» – 0.001; «**» – 0.01; «*» – 0.5
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x
2,t –1

 – the mean price of Brent oil at time  
t – 1 (in US dollars).

The model is adequate and suitable for predic-
tion. The model residuals are not autocorrelated 
and homoscedastic, adjusted R2 high, MAPE. 
The actual and forecasted values of the corpo-
rate loans portfolio of banks in the second clus-
ter in the stress scenario are shown in Figure 5.

Modeling the volume  
of retail LLP

The retail LLP are negatively dependent on 
the real GDP growth rate. Also in the model 
there is an autocorrelation component. The 
simulation results are presented in Table 8.

The following designations are used in the 
table: 

y
t
 – retail LLP;

x
1,t

 – real GDP growth rate at time t (in %, 

compared to the same quarter of previous 
year).

The results of the Breush–Godfrey, Breush–
Pagan–Godfrey, and White tests indicate that 
there is no autocorrelation and heterosce-
dasticity in the model residuals. The model is 
adequate and suitable for prediction. Figure 6 
shows a graph of actual and forecasted values of 
retail banks LLP in a stress scenario.

Modeling the volume  
of corporate LLP

The value of corporate LLP of banks of the 
second cluster is negatively dependent on the 
real GDP growth rate and the price of Brent 
crude oil. The results of the model are pre-
sented in Table 9.

The following designations are used in the 
table: 

Table 7. 
Results of modeling the corporate loans portfolio

Variable Coefficient Test Statistics p-value

constant 27.13 Darbin–Watson 1.55
pcy(y

t – 1
) 0.87*** Breusch–Godfrey 1.65 0.2

x
1,t –2.34* Breusch–Pagan–Godfrey 0.86 0.46

x
2,t – 1 0.03* White test 0.94 0.5

R2 adj 0.80
MAPE 7.61%

Significance codes: «***» – 0.001; «**» – 0.01; «*» – 0.5

Fig. 4. The actual and forecasted values of retail loans portfolio
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y
t
 – corporate LLP;

x
1,t

 – real GDP growth rate at time t (in 
%, compared to the same quarter of previ-
ous year);

x
2,t

 – the mean price of Brent oil at time t (in 
US dollars).

The model is adequate and suitable for pre-
diction. The adjusted R2 value is high, and the 
average modeling error is low. There is no auto-
correlation and heteroscedasticity. The actual 
and forecasted values of corporate loans loss 
provisions of banks of the second cluster in the 
stress period are shown in Figure 7.

Modeling the volume of funds 
on individuals’ current accounts

Interest rates on deposits of individuals neg-
atively affect the amount of funds on the cur-

rent accounts of individuals of banks of the 
second cluster. This is because with the growth 
of interest rates on deposits, people prefer 
to transfer money from current accounts to 
deposits. The results of the model are pre-
sented in Table 10.

The following designations are used in the 
table: 

y
t
 – funds of current individuals’ accounts;

x
1,t

 – real GDP growth rate at time t (in %, 
compared to the same quarter of previous year).

The results of the Breusch–Godfrey, Bruesh–
Pagan–Godfrey and White tests show the 
absence of autocorrelation and heteroscedas-
ticity. The model is adequate and suitable for 
prediction. The actual and forecasted values of 
funds on individual current accounts in banks 
included in the second cluster during the stress 
period are shown in Figure 8.

Fig. 5. The actual and forecasted values of corporate loans portfolio
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Table 8. 
Retail LLP modelling resutls

Variable Coefficient Test Statistics p-value

constant 0.81* Darbin–Watson 1.19

pcy(y
t – 1

) 0.74*** Breusch–Godfrey 3.36 0.004

x
1,t –0.15* Breusch–Pagan–Godfrey 0.92 0.40

R2 adj 0.88 White test 1.3 0.28

MAPE 8.56%

Significance codes: «***» – 0.001; «**» – 0.01; «*» – 0.5
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Modeling the volume of funds  
on corporate settlement accounts

The annual growth rate of investments in 
fixed assets is a factor determining the amount 
of funds in the corporate settlement accounts 
of banks of the second cluster. The results of 
the model are presented in Table 11.

The following designations are used in the 
table: 

y
t
 – the volume of funds on corporate settle-

ment accounts;

x
1,t

 – the growth rate of investment in fixed 
assets at time t (in %, compared to the same 
quarter of previous year).

The adequacy of the model is confirmed by 
tests for the presence of autocorrelation and 
heteroscedasticity, indicating their absence. A 
small MAPE and a high value of corrected R2 

indicate the suitability of the model for pre-
diction. The actual and forecasted volumes of 
funds in the settlement accounts of legal enti-
ties of banks of the second cluster in the stress 
scenario are shown in Figure 9.

The forecast values of quarterly growth rates 
of the analyzed bank indicators of the cluster 
are given in Table 12 and in Figure 10.

It should be noted that the volume of loan 
portfolios have a certain tendency to decrease, 
while growth of corporate and individuals 
deposits in the stressful period is predicted. 
This growth can be explained by the fact that 
banks, mainly state-owned and systemically 
significant credit organizations, fall into the 
second cluster. This means that during crisis 
periods the probability of default of these banks 
is extremely low, which is a determining factor 
for depositors when choosing a bank.

Fig. 6. The actual and forecasted values of the retail loans loss provision
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Table 9. 
Resutls of corporate LLP modeling 

Variable Coefficient Test Statistics p-value

constant –6.25* Darbin–Watson 2.10

pcy(y
t – 1

) 0.6*** Breusch–Godfrey 0.12 0.88
x

1,t –6.4** Breusch–Pagan–Godfrey 0.91 0.44
x

2,t –0.24** White test 0.63 0.57

R2 adj 0.92

MAPE 6.43%

Significance codes: «***» – 0.001; «**» – 0.01; «*» – 0.5
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Fig. 7. The actual and forecasted values corporate LLP
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Table 10. 
Results of modeling funds on individuals’ current accounts

Variable Coefficient Test Statistics p-value

constant 34.07** Darbin–Watson 2.13

pcy(y
t – 1

) 0.54*** Breusch–Godfrey 0.36 0.68
x

1,t –2.93** Breusch–Pagan–Godfrey 0.37 0.69

R2 adj 0.68 White test 0.45 0.8
MAPE 9.24%

Significance codes: «***» – 0.001; «**» – 0.01; «*» – 0.5
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Fig. 8. The actual and forecasted values of funds on individuals’ current accounts

3.2. Stress test results 

Of the 26 banks of the second cluster, nine 
are systemically important credit organizations. 
According to the results of the stress testing of 
the banks of the second cluster, 11 banks (of 
which three are systemically significant), were 
observed to violate capital adequacy require-
ments. Table 13 shows the values of capital ade-

quacy prior to the start of stress testing (as of 01 
January 2018 – “before stress”) and according 
to the results of modeling a stressful situation (as 
of 01 January 2019 – “after stress”).

Figure 10 shows graphs of average values of 
the capital adequacy H

1.0 
(%), basic capital H

1.1
, 

(%) and fixed capital H
1.2

 (%) before the start of 
stress testing (as of 01 January 2018 – “before 
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stress”) and based on the results of stress mod-
eling (as of 01 January 2019 – “after stress”), 
since the forecasting horizon is 4 quarters), for 
banks forming the second cluster.

As can be seen from Figure 10, the adequacy of 
all types of capital for banks of the second clus-

ter, on the basis of stress testing of credit risk, 
decreased on average by about 2%. Thus, the 
adequacy of total capital decreased from 13.37% 
to 11.32%, the adequacy of basic capital from 
9.93% to 7.78%, and the capital adequacy ratio 
from 10.19% to 8.05%. 

Fig. 9. The actual and forecasted values of funds on corporate settlement accounts
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Table 12. 
Predicted values of quarterly growth rates of banking indicators  

of the second cluster in a stress scenario

Quarter 
of 2018

Retail 
loans

Corporate 
loans

Individuals’ 
deposits

Corporate 
deposits

Retail 
LLP

Corporate 
LLP

Individuals’ 
funds

Corporate 
funds

1 –0.16 –0.89 3.26 3.80 24.05 13.73 –16.12 15.27

2 –0.26 –1.17 2.85 2.43 8.48 1.22 8.16 19.33

3 0.71 0.71 2.52 1.09 4.21 10.13 9.60 –29.40

4 –1.03 0.39 2.68 0.03 4.32 6.77 15.63 30.98

Table 11. 
Results of modeling funds on corporate settlement accounts

Variable Coefficient Test Statistics p-value

constant 4.93* Darbin–Watson 1.77

pcy(y
t – 1

) 0.71*** Breusch–Godfrey 0.71 0.49
x

1,t –0.71* Breusch–Pagan–Godfrey 1.45 0.24

R2 adj 0.58 White test 0.57 0.71

MAPE 13.44%

Significance codes: «***» – 0.001; «**» – 0.01; «*» – 0.5
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Table 13. 
The results of stress testing  

of credit risk of banks of the second cluster

License 
Number Bank

H1.0 (%) H1.1 (%) H1.2 (%)
Require-
ments 

violation

Capital 
deficit

(thousands 
of rubles) 

Before 
stress

After 
stress

Before 
stress

After 
stress

Before 
stress

After 
stress

1000 VTB Group 11.28 10.59 8.87 8.19 9.09 8.39 1 3 927 623

1326 Alfa Bank 12.04 9.90 7.88 5.62 9.14 6.91 0 0

1343 Bank Levoberezhny 14.97 12.67 9.66 7.15 9.66 7.15 0 0

1439 Vozrozhdenie Bank 13.53 10.41 9.42 6.10 9.42 6.10 0 0

1481 Sberbank 14.97 13.72 10.72 9.40 10.72 9.40 0 0

1637 SDM-Bank 14.81 14.12 11.89 11.17 11.89 11.17 1 5 711 336

1792 Rusfinance Bank 13.41 10.71 13.31 10.60 13.31 10.60 1 4 953 081

1942 Globexbank 14.11 10.99 13.27 10.11 13.27 10.11 1 12 979 623

2210 TKB Bank 11.08 8.39 7.70 4.88 7.70 4.88 1 3 130 759

2272 Rosbank 13.10 11.93 9.22 7.96 9.22 7.96 0 0

2289 Russian Standard Bank 12.50 7.78 9.54 4.53 9.54 4.53 1 98 297

2306 Absolute Bank 12.36 10.70 8.35 6.60 8.35 6.60 0 0

2312 Bank DOM.RF 10.55 8.30 7.68 5.33 7.68 5.33 0 0

2440 Metallinvestbank 12.75 11.59 8.98 7.75 8.98 7.75 0 0

2590 Ak Bars Bank 14.72 13.40 10.53 9.14 10.53 9.14 1 1 768 125

2707 Loko Bank 13.89 12.63 12.01 10.71 12.01 10.71 0 0

316 Home Credit Bank 13.92 12.54 9.92 8.46 9.92 8.46 0 0

328 AB Rossia 12.01 11.23 7.77 6.95 8.43 7.61 0 0

3292 Raiffeisen Bank 13.27 12.14 9.94 8.75 10.63 9.45 1 42 362 841

3311 Credit Europe Bank 14.41 10.45 11.80 7.65 11.80 7.65 1 1 586 504

3349 Russian Agricultural Bank 15.55 13.99 10.41 8.74 10.94 9.28 0 0

354 Gazprombank 12.75 11.48 8.70 7.39 9.07 7.75 1 1 330 903

436 Saint-Petersburg Bank 14.27 11.91 10.05 7.55 10.05 7.55 0 0

588 SNGB Bank 15.58 12.09 11.91 8.19 11.91 8.19 1 3 927 623

705 SKB Bank 12.79 9.61 8.72 5.21 10.71 7.32 0 0

963 Sovkombank 12.94 11.15 10.03 8.16 11.02 9.18 0 0
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Conclusion

The proposed algorithm allows all counter-
parties of banks that have access only to pub-
lic financial reports to conduct credit risk stress 
testing of the banks’ cluster of interest, which 
can be used to evaluate which banks are most 
reliable in crisis situations. Using the example 

Fig. 10. The average values of the capital adequacy of all types of capital before the start of stress testing  
(as of 01 January 2018 – “before stress”) and based on the results of stress modeling  

(as of 01 January 2019 – “after stress”) 
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Abstract

This paper is devoted to comparison of the capabilities of various methods to predict the 
bankruptcy of construction industry companies on a one-year horizon. The authors considered 
the following algorithms: logit and probit models, classification trees, random forests, artificial 
neural networks. Special attention was paid to the peculiarities of the training machine learning 
models, the impact of data imbalance on the predictive ability of models, analysis of ways to deal 
with these imbalances and analysis of the influence of non-financial factors on the predictive ability 
of models. In their study, the authors used non-financial and financial indicators calculated on the 
basis of public financial statements of the construction companies for the period from 2011 to 2017. 
The authors concluded that the models considered show acceptable quality for use in forecasting 
bankruptcy problems. The Gini or AUC coefficient (area under the ROC curve) was used as the 
quality markers of the model. It was revealed that neural networks outperform other methods in 
predictive power, while logistic regression models in combination with discretization follow them 
closely. It was found that the effective way to deal with the imbalance data depends on the type of 
model used. However, no significant impact on the imbalance in the training set predictive ability 
of the model was identified. The significant impact of non-financial indicators on the likelihood of 
bankruptcy was not confirmed.
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Graphical abstract

Introduction

In a market economy, forecasting finan-
cial insolvency is an important task for 
any company. To achieve this goal, dif-

ferent methods of assessing credit risks are 
used. Their purpose is to proactively and effec-
tively forecast the onset of an adverse situation 
in the company. Typically, these methods are 
parametric models characterized by a relatively 
simple mathematical apparatus and a simple 
qualitative interpretation. These methods are 
static, do not take into account subtle eco-
nomic or behavioral factors, and the predictive 
ability of the models decreases with the non-
linear nature of the relationships between the 
indicators.

Market models (structural models and short-
ened models) are often too complex or mar-
ket dependent. To apply them, you need 
access to a large amount of data (market value 
of share capital, debt obligations, spreads of 
bond yields, etc.) Despite the widespread use 
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of market models by Western companies, their 
use in the Russian market is difficult due to the 
small number of listed securities. To conduct 
an effective credit policy, new methods must be 
flexible and adaptable to the changing realities 
of a market economy. Therefore, there is cur-
rently an interest in models based on machine 
learning algorithms, including classification 
trees, random forests, gradient boosting, arti-
ficial neural networks, etc. 

There are a number of common prob-
lems associated with predicting bankruptcy of 
companies. Firstly, the economic indicators 
describing the state of the company differ in 
various studies, and their integration into the 
most effective model causes additional difficul-
ties. Secondly, there is a problem of data imbal-
ance, since there are more solvent companies 
than bankrupt ones. As a result, the trained 
model tends to classify companies as reliable, 
although they may have signs of financial fail-
ure. Thirdly, the very concept of “bankruptcy” 
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can be interpreted in different ways, so dif-
ferent companies can fall into this category. In 
this work, the category of bankrupts includes 
companies in respect of which legal bankruptcy 
proceedings have begun, as well as companies 
that have liquidated voluntarily.

Despite the importance of the task of fore-
casting bankruptcies using more advanced 
methods, there are not so many domestic works 
in this area, and works on forecasting reviews of 
bank licenses are more likely to be the excep-
tion [1, 2]. A feature of this work is the com-
parison of regression models and models based 
on machine learning methods in the tasks of 
predicting bankruptcies of companies based 
on one industry. Considerable attention is paid 
to the specifics of building machine learning 
models, the impact of data imbalances, as well 
as non-financial indicators on the predictive 
ability of models.

The construction industry is a link between 
other industries, which determines its impor-
tance in the national economy. Today in Rus-
sia there are more than two hundred and sev-
enty thousand companies performing certain 
construction work (design, engineering calcu-
lations, construction, etc.). Their number, as 
well as the high level of defaults in this sector 
makes it difficult to choose a suitable partner. 
This industry is one of the most affected by the 
crisis. In particular, the volume of work in com-
parable prices has not ceased to fall since 2014, 
and by the end of 2017, construction turned 
out to be an industry with one of the highest 
share of bad debts. Lending to the construction 
sector represents a significant part of the Rus-
sian banking business. Therefore, an increase 
in the number of insolvent construction com-
panies can cause instability in the banking sec-
tor. Moreover, national and international regu-
latory requirements (recommendations of the 
Basel Committee) force the use of an advanced 

approach based on internal ratings to quantify 
risks in order to reduce the burden on capi-
tal. Therefore, the problem of forecasting the 
future state of construction companies is rel-
evant, and new tools for forecasting bankrupt-
cies are in demand.

This paper answers the question whether 
models based on machine learning methods 
can be a worthy alternative to regression mod-
els when applied to the field of bankruptcy 
forecasting of companies in the non-financial 
sector, using the construction industry as an 
example. It is concluded that all the considered 
models are capable of predicting bankruptcy in 
the next 12 months, while neural networks are 
superior to other methods in identifying insol-
vent companies, and logistic regression mod-
els combined with discretization closely fol-
low them. A negative effect of the imbalance of 
the training set on the predictive ability of the 
model was not found1.

1. Models for predicting  
financial insolvency

Regression models (logit and probit models) 
are common in the problems of identifying sol-
vent and insolvent borrowers [3]. Their advan-
tage lies in the absence of severe restrictions on 
functioning, ease of interpretation and sim-
plicity of calculations. An important drawback 
of these models is a decrease in prognostic abil-
ity with the non-linear nature of the relation-
ships between the indicators, while machine 
learning algorithms are less sensitive to these 
problems. There are many works proving the 
possibility of using advanced methods for pre-
dicting company insolvency [4–7]. 

The authors [8] were among the first to use 
classification trees to predict company bank-
ruptcies. They found that their classification 
trees outperform discriminant analysis. It was 

1  Preliminary results of the study were presented in the graduate work 
by Roman N. Burekhin, performed at the HSE Faculty of Economic 
Sciences in 2018
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also noted that with the complication of the 
model (inclusion of a larger number of fac-
tors), its accuracy deteriorated due to overfit-
ting. However, this success did not cause the 
widespread use of decision trees in this area. In 
the future, in most works, there is a compari-
son of the effectiveness of decision trees with 
other algorithms. The random forest algorithm 
was presented in [9] and applied in many areas: 
from marketing (predicting customer loyalty to 
a brand) and the criminal sphere (predicting 
homicide or relapse among parole), to credit 
scoring. Based on the financial reporting data, 
the authors [4] successfully use random for-
est models for forecasting defaults of compa-
nies from seven European countries (Finland, 
France, Germany, Italy, Portugal, Spain and 
the UK). In 1990, the authors [10] were among 
the first to use the neural network in predicting 
bankruptcies. A neural network was built with 
several hidden layers and using financial coef-
ficients used in the Altman model as input. At 
the same time, the share of correctly classified 
companies was about 80%.

These algorithms often show higher effi-
ciency, despite the fact that they are charac-
terized by significant time and physical costs. 
Moreover, at present, there is a tendency in 
which algorithms based on one method are los-
ing popularity, while ensemble or hybrid mod-
els are becoming more popular and demon-
strate higher efficiency [11].

Since the 1970s, financial ratios derived from 
financial statements have been an important 
source for constructing default forecasting 
models. However, models based on account-
ing information are criticized because of the 
historical nature of the information used as 
input and not taking into account the vola-
tility of the value of the company during the 
period analyzed. However, proponents of this 
approach argue that the inefficiency of capi-
tal markets can lead to more significant errors 
in predicting credit risks. In article [12], credit 
risk assessment models based on accounting 

and market information are compared. The 
authors conclude that the approaches consid-
ered do not have significant differences in the 
predictive ability, while these types of data are 
complementary, and the complex model shows 
the best result.

It can be concluded that market information 
can be a significant factor in predicting com-
pany insolvency. However, due to the fact that 
most of the companies examined do not have 
access to the stock market, financial statements 
become the only available source of informa-
tion, and the use of market models becomes 
impossible.

2. Data description

The main data source in the work was the 
SPARK system (Interfax agency). Informa-
tion about the default of companies was used 
in the “Unified Federal Register of Bankruptcy 
Information” database. In the study, the fol-
lowing companies were classified as construc-
tion companies (classification in SPARK):

 building;

 construction of engineering structures;

 specialized construction work (develop-
ment and demolition of buildings, preparation 
of the construction site, finishing construction 
work).

An important issue is the definition of an 
insolvent company. In accordance with the 
Federal Law of October 26, 2002 No. 127-ФЗ 
(dated December 29, 2017) “On Insolvency 
(Bankruptcy)” [13], one sign of bankruptcy is 
considered to be a situation where the demands 
of creditors on monetary obligations are not 
fulfilled within three months from the date 
they were to be executed. The following defini-
tions of bankruptcy are widespread in research: 
a company is not able to pay interest on a debt 
or part of its principal debt, the organization 
is monitored (a procedure that analyzes the 
financial situation and solvency of a debtor, as 
well as its ability to pay off debt), the company 
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is not active for a long period of time, the com-
pany is in a state of liquidation. In our work, 
the category of bankrupts included compa-
nies in respect of which the legal bankruptcy 
procedure was launched, as well as com-
panies that liquidated voluntarily. A similar 
classification is given in [4, 14]. It is noted 
that these companies are characterized by a 
critical financial situation and are often una-
ble to fulfill their obligations.

Based on the financial statements, the values 
of fourteen coefficients reflecting the economic 
activity of the enterprise were calculated. At 
the same time, the following classification of 
financial indicators was proposed: profitabil-
ity, liquidity, business activity, financial stabil-
ity. A similar classification is given in [3]. Also 
included in the model are non-financial fac-
tors that reflect the size and age of the com-
pany. The variables are described in Table 1.

Table 1.
Variable description

Group Variables Variable description

Dependent variable Bankruptcy 1 – if a default occurred in the next reporting period; 
0 – otherwise

Profitability

Return on assets (ROA) Net profit to assets ratio

Return on equity (ROE) Net profit to equity ratio 

Return on sales (ROS) Net profit to revenue ratio

Operating margin Operating profit to revenue ratio

Liquidity

Current ratio Current assets to current liabilities ratio

Quick ratio Receivables, financial investments and cash  
to current liabilities ratio

Equity maneuverability ratio, net working 
capital (NWC) ratio 

The difference between equity and non-current  
assets to equity ratio

Business activity

Accounts receivable (AR) turnover ratio Revenue to receivables ratio

Accounts payable (AP) turnover ratio Cost of sales to accounts payable ratio

Assets turnover ratio Revenue to assets ratio

Share of non-current assets Non-current assets to total assets ratio

Financial stability

Autonomy ratio Equity to assets ratio 

Share of retained earnings in revenue Retained earnings to revenue ratio

Interest coverage ratio (ICR) Profit before tax and interest payable to interest 
payable ratio

Company size Logarithm of company’s assets Assets logarithm

Age Age
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For the analysis of default events, the time 
range of 2011–2017 was chosen. The time 
horizon was divided into two blocks: a training 
sample (period 2011–2015) and a test sample 
(period 2016–2017). At the next stage, the fol-
lowing selection procedure was carried out:

1) removal of observations with missing data 
(for example, for which there is no information 
on the value of assets and revenue) or filling in 
gaps in the data, where possible;

2) removal of observations with obvious errors 
(for example, where the size of assets or the size 
of receivables is negative);

3) identification and removal of outlier obser-
vations, since their presence leads to biased 
results. The main algorithm used for this proce-
dure is the three sigma rule.

As a result, 3981 organizations fell into the 
final sample, 390 of which defaulted. The train-
ing sample (period from 2011 to 2015) included 
3300 construction companies, of which 325 
defaulted. The test sample (the period from 
2016 to 2017) included 681 companies, of which 
65 defaulted. Figure 1 shows the total number of 
companies and the number of companies that 
went bankrupt in the next reporting year, by year.

The research data set is unbalanced (only 9.8% 
of companies defaulted). Therefore, when con-
structing the models, two techniques for work-
ing with unbalanced data were used: undersam-
pling and oversampling.

Undersampling involves the use of input data 
containing all insolvent companies and a ran-
dom selection of solvent companies. As a result, 
the proportion of insolvent to solvent compa-
nies increases. Also, when constructing such 
dependencies, it is recommended that this 
experiment be performed several times to obtain 
consistent results (in this study, the assumption 
is made that a consistent result is obtained after 
one experiment). Oversampling involves the use 
of input data containing all solvent companies, 
and “cloning” of insolvent companies until their 
number approaches the number of solvent com-
panies. The search for the optimal share of the 
minority class in the training set is also the sub-
ject of research in this paper.

Cross-validations were used to find the opti-
mal value of the share of insolvent companies in 
undersampling. When using oversampling, this 
approach is not recommended, since in this case, 
we see cloning of information which is used both 
in training and in testing the model (which leads 
to overfitting). To implement oversampling, the 
training set was divided into two subsets. The 
first (company default information for 2014) 
was used to test models, the second (remaining 
periods from 2011 to 2015) – to build models 
without cross-validation. The share of insolvent 
companies, in which the model is most impor-
tant for the learning set, was used to compare 
models on the test set (2016–2017).

3. Description of models

Two parametric algorithms for constructing 
binary choice models were used in the work: 
logit and probit models with sampling correc-
tions (using WOE) and without. These models 
are compared with algorithms based on machine 
learning methods (classification trees, random 
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forests, artificial neural networks) which are 
described in the following sections.

Traditionally, the following metrics of model 
quality are distinguished: accuracy, sensitiv-
ity, specificity, area under the ROC curve, Gini 
coefficient, F-metric. The use of these metrics 
depends on the purpose of the analysis.

In this study, each of the models considered 
at the output has a range of values from 0 to 
1; therefore, it is necessary to determine the 
cutoff threshold. The assignment of the cut-
off threshold depends on the analyst’s prefer-
ences regarding errors of the first and second 
kind, which leads to difficulties in comparing 
different models. Therefore, in this paper, the 
predictive power is estimated using ROC anal-
ysis, AUC (the area under the ROC curve), or 
Gini coefficient. The advantage of these met-
rics is that there is no need to determine the 
cutoff threshold and the ability to compare 
the quality of models regardless of the ana-
lyst’s goals. The calculation of the Gini coef-
ficient was carried out as follows:

              Gini = (AUC – 0.5)  2  100%,	 (1)

where AUC is the area under the ROC curve.

Visual analysis of the effectiveness was car-
ried out using the ROC curve. The greater the 
bend of the ROC curve, the higher the qual-
ity of the model, while the diagonal line cor-
responds to the complete indistinguishability 
of the two classes. Accordingly, the higher the 
value of the area under the ROC curve, the bet-
ter the separation power of the model. Analysis 
of the ROC curve allows the user to select the 
ratio between sensitivity and specificity neces-
sary for analysis. An example of constructing 
an ROC curve for one variable is presented in 
Figure 2.

In the work, as the calculation tool for econo-
metric analysis and reflection of statistical con-
clusions, we used the programming language 
R, which is a free open source software envi-
ronment.

3.1. Binary selection models

Two algorithms for constructing binary selec-
tion models (logit and probit) were used in 
the work: without corrections for discretiza-
tion and with corrections. Here is a description 
of the general algorithm (with discretization 
amendments) for constructing binary choice 
models.

Step 1. Reduction factors to the discrete 
form. In the process of solving a research ques-
tion, most authors are faced with the problem 
of outliers. The given problem is no excep-
tion for this work. The traditional approach to 
solving it is the exclusion of such observations. 
However, the subjectivity of outlier determina-
tion and sample reduction are significant dis-
advantages of this approach. The paper uses 
the transition from discrete to continuous 
form, which leads to increased comparability 
of factors among themselves and the unity of 
approaches to assess the significance of fac-
tors. We carried out the quantile discretization 
procedure – replacing the initial values of fac-
tors with discrete values based on grouping by 
quantiles. The essence of this approach is as 
follows:

a) the values of the variables are ordered in 
ascending order;

0.0           0.2            0.4             0.6            0.8           1.0

1.0

0.8

0.6

0.4

0.2

0.0

Sensitivity 

Specificity

Fig. 2. ROC curve of the ROA factor
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b) the values of each indicator are divided 
into 10 groups (deciles are used);

c) the values in each group are replaced by 
points from 1 to 10 (the group with the low-
est values gets 1 point, and the group with the 
highest values gets 10 points).

Stage 2. Transformation of factors. To con-
vert factors, the WOE (weight of evidence) 
approach is used. The WOE indicator char-
acterizes the degree of deviation of the level of 
defaults in this group from the average value in 
the sample. For each factor and for each group 
within the factors, it is necessary to calculate the 
number of companies in default and the number 
of companies not in default. The WOE for group 
i of a particular variable is calculated as follows:

                          	 (2)

where  – the share of non-default compa-
nies belonging to group i in the total number 
of non-default companies; i = 1, 2, ..., k; k – 
number of variable categories; 

 – the share of companies in default owned 
by group i in the total number of companies in 
default; i = 1, 2, ..., k; k – number of variable 
categories.

In order to increase the linearity of varia-
bles and improve the accuracy of the model, 
all explanatory variables are replaced by WOE, 
which is a common technique in credit scor-
ing [15].

Stage 3. Assessment of the predictive power 
of factors. After all values are converted to 
WOE, it is necessary to evaluate the impor-
tance of each factor. Two algorithms for assess-
ing the significance of factors were used in the 
work: information value (information value, 
IV) and ROC analysis. The calculation of the 
value of information value (IV) is performed 
according to the following formula:

                     	 (3)

where k – the number of categories of an inde-
pendent variable (each factor has ten), the 
remaining notation – from formula (2).

Formula (3), which reflects calculation IV, is 
based on the summation of WOE

j
, adjusted for 

the difference . The main purpose of 
these calculations is to identify some indica-
tor that reflects the ability of a variable to clus-
ter some attribute. If this indicator is above 0.02, 
then the factor should be used in modeling [15]. 

The study applied the following criteria for 
selecting factors in the final model:

 acceptable quality of the model in accord-
ance with the criterion of “information value” 
(IV > 0.02);

 the Gini coefficient in the one-factor 
model must be greater than 5%;

 economic assessment factor. 

Stage 4. The analysis of correlations. When 
constructing a multi-factor model, factors with 
high correlation coefficients must be excluded. 
Correlation analysis avoids multicollinear-
ity. Multicollinearity leads to model instabil-
ity and increases standard deviations of factor 
estimates. The presence of multicollinearity 
is indicated by high values of pair correlation 
coefficients between the factors of variables. 
The criterion for determining high correlation 
may vary; for economic data, the threshold is 
usually set at 0.30–0.50. The criterion for high 
correlation in this model is a correlation coef-
ficient greater than 0.5.

Step 5: Multivariate analysis. The mode-
ling of the probability of the borrower’s non-
creditworthiness was carried out as follows:

	
(4)

In the case of the logit model, F (*) repre-
sents the logistic distribution function:

  	 (5)
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In the case of the probit model, F (*) is a nor-
mal distribution function:

    (6)

where .

The calculation of the coefficients is car-
ried out by the maximum likelihood method, 
which maximizes the probability of the joint 
implementation of events (solvency and insol-
vency). The standard error of the coefficients 
was estimated with a Newey–West correction 
for heteroskedasticity and first-order autocor-
relation.

Step 6. Model specification. To select the 
optimal combination of factors, the Backward 
Selection method was used – sequential exclu-
sion of factors (i.e. insignificant variables are 
sequentially excluded from the model, which 
includes all factors selected in the one-factor 
analysis). At the same time, the level of statis-
tical significance is tested using p-value calcu-
lated according to the results of logistic regres-
sion. As a result, factors with p-value less than 
10% were selected.

Stage 7. Validation of the model. Choos-
ing the best model. The problem of overfit-
ting requires a model validation procedure. 
This problem is manifested in the fact that the 
“trained” model has good results on the train-
ing sample, but does not give accurate forecasts 
for the test sample. To solve this problem, two 
approaches were used.

The first approach is the “mixing algorithm”, 
the idea of which is as follows:

1. 80% of the companies from the training set 
are randomly selected;

2. The coefficients of the model are esti-
mated;

3. It is evaluated whether signs are preserved 
at coefficients, and whether the factors consid-
ered are significant;

4. Steps 1–3 are repeated 1000 times; the sta-
bility of the signs is checked.

Based on the results obtained, it can be con-
cluded whether the signs of the coefficients for 
all variables are stable, and how the sign of the 
coefficient depends on the initial sample.

The second approach is ROC analysis. Anal-
ysis of the values of AUC and Gini on the test 
set helps to make a conclusion about the qual-
ity of the models obtained.

3.2. Machine learning models

Logistic analysis (as well as probit analy-
sis) are traditional popular tools for predicting 
bankruptcies, but they have a number of disad-
vantages associated with low predictive power, 
the presence of restrictions on use. Therefore, 
at the moment, machine learning algorithms 
have become widespread.

Classification trees. Today classification 
trees are the foundation for building more com-
plex machine learning algorithms, such as ran-
dom forests and boosting algorithms (GBM, 
XGBoost). In this paper, the CART algorithm 
(classification and regression trees) is consid-
ered. A distinctive feature of this algorithm is 
that it provides only two possible options for 
the development of the event, which is suitable 
for realizing the purpose of this study. The main 
idea of CART is to split the primary set into 
two subsets so that the bankrupt companies are 
in one set, and solvent organizations are in the 
other. The difficulty in using this method is to 
determine the moment of stopping the “split-
ting of sets,” since the problem of overfitting 
arises. The following stopping rules are distin-
guished:

 the measure of “purity” is less than a cer-
tain value;

 restriction on the number of nodes or lay-
ers of a tree;

 size of the parent node;

 size of the descendant node.
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The rules themselves are set using cross vali-
dation. Despite the fact that there are a num-
ber of examples of the successful use of this 
method in forecasting defaults [5], this method 
has several disadvantages: high sensitivity to 
input data, susceptibility to overfitting and 
the difficulty of determining the optimal tree 
architects.

Random forests. Random forests appeared 
as a modification of decision trees and, accord-
ingly, often provide more accurate predic-
tive results. Random forests consist of a user-
defined number of classification trees that are 
generated using a modified CART algorithm. 
The scheme of this algorithm is presented 
in Figure 3. Two approaches were used in the 
algorithm: each tree is trained on its own sub-
sample of initial data (bootstrapped data); dif-
ferent subsets of factors are used in construct-

ing classification trees. These actions lead to 
the construction, and then to the “voting of 
trees” regarding the belonging of an object to 
a certain class.

Unlike regression models, which are quite 
sensitive to outliers, random forest (RF) is 
more robust to this problem. The advantage 
of random forest is higher efficiency in case 
of imbalance of data (which is relevant for our 
task), as well as less exposure to overfitting. The 
disadvantage of the algorithm is less transpar-
ency (in contrast to classification trees) and, 
accordingly, lower interpretation. There is rela-
tive difficulty in the process of determining the 
parameters of a random forest. The determina-
tion of the parameters (number of trees, num-
ber of factors used in building one tree of fac-
tors, maximum number of nodes in one tree) 
was carried out using cross-validation.

Random forests are often used to deter-
mine the significance of a variable. The idea of 
assessing the importance of a factor is based on 
the fact that a permutation of the values of an 
important variable should lead to a significant 
increase in the error rate on the test set.

Artificial neural networks. Currently, neural 
network modeling is gaining popularity, espe-
cially when predicting phenomena with uni-
form attributes. Using a set of input parame-
ters, the network architecture is selected. When 
in the simplest version it is represented by three 
layers. The first layer contains nodes (neurons) 
for input variables (each neuron has only one 
input from the external environment). The 
second layer contains an arbitrary number of 
“hidden” neurons and is therefore called a hid-
den layer. The third layer contains neurons that 
are responsible for the result. Moreover, in the 
tasks of forecasting bankruptcies, the last layer 
contains only one neuron. Between the input 
and hidden neurons, a connection with certain 
weights is set. For example, for the j-th neuron 
in the intermediate layer and the input data, 
the following linear dependence will be deter-
mined:

Training 
data

Bootstrapped 
data 1 

Bootstrapped 
data 2 

Bootstrapped 
data 100 

Oversampled 
data

ROA
Debt_ratio
Size

m=3

liq>2

?age>18

Oversampling

Random forest (x=100, maxnodes=5)

Tree 1 Tree 2 Tree 100

Fig. 3. Random forest algorithm [4]
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                               	 (7)

where a
j
 – the value of the j-th neuron;

 – weight of j-th neuron with variable x
i
.

Each value a
j
 is converted using some acti-

vation function to obtain the actual resulting 
value z

j
 of neuron j. Since our study predicts 

two classes, it is convenient to use the logistic 
function as an activation function:

                          	 (8)

where z
j
 – normalized value of the j-th neuron;

a
j
 – the value of the j-th neuron.

A similar procedure is carried out for subse-
quent layers. The z

j
 values are again weighted, 

and then converted using the activation func-
tion to obtain the result in the final layer. Many 
minimization methods are distinguished. Their 
idea is that, starting from the initial value of 
weight 0, a sequence of vectors of weight coef-
ficients 1, 2, ...,  k is generated, such that 
with each iteration of the algorithm the value of 
the function of the quality criterion decreases:

                          	 (9)

where  k – weight value after the k-th step of 
training; 

 – weight value after the k+1-th step of 
training. 

Figure 4 shows an example of one of the 
resulting neural network models.

One of the most common methods used to 
train neural network models is the steepest 
descent method. In this algorithm, the adjust-
ment of the weights is performed in the direc-
tion of the maximum reduction of the qual-
ity criterion, i.e. in the opposite direction to 
the gradient vector. Despite the fact that the 
steepest descent method converges to the opti-
mum value of * rather slowly, it is a common 
method of finding the minimum in many sta-
tistical libraries. 

One of the difficulties of training a neural net-
work is that the quality criterion function can 
have many local minima. As a result, after the ini-
tialization of the model, one can come to a local 
minimum, which will negatively affect the results 
obtained on the test set. To overcome this prob-
lem, weights are randomly sorted, and the learn-
ing algorithm itself is repeated several times. The 
optimal parameters (the number of neurons in 
the inner layer, the number of inner layers), as 
well as for classification trees and random forests, 
were determined using cross-validation.

To increase the efficiency of the neural net-
work, as well as speed up the learning process, 
preliminary data processing is necessary. A sim-
ple and efficient preprocessing step involves 
scaling and centering data.

4. Comparative analysis  
of the models

In accordance with the classification used, the 
models considered showed good quality. Table 2 
shows the sorting of the best models in the group 
in descending order of model quality. The best 
quality was shown by an artificial neural network 
with one hidden layer and four neurons using 
the oversampling algorithm. It is reflected that 
the use of a logistic model with sampling and 
transition to WOE leads to a significant increase 
in the accuracy of models (the Gini coefficient 
increases on average by 15%). It is noteworthy 
that the quality of the models corresponds to the 
AUC level in such works [4, 5, 11]. 

The results of one-way analysis using regres-
sion models indicate that all the factors consid-
ered can be used to build binary choice mod-
els, since for each of them the AUC value for 
univariate analysis is higher than 0.5. The final 
multivariate model included eight factors out of 
sixteen factors reflecting different aspects of the 
risks of construction companies: liquidity (cur-
rent ratio, equity ratio), profitability (return on 
equity), solvency (interest coverage ratio), turn-
over (asset turnover), business activity (share 
of non-current assets), non-financial predic-
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Company size 

ROE 

Operating margin 

Current ratio 

NWC ratio

AP turnover ratio 

Assets turnover ratio 

Share of non-current assets 

Autonomy ratio 

ICR 

Age

1 1

Def

Fig. 4. Example of neural network architecture

Table 2.
Quality assessment of models on a test set

No Model Gini coefficient, % The share of insolvent  
companies on the test set, %

1 Artificial neural networks (oversample) 59.6 50

2 Artificial neural networks 58.9 9.8

4 Logit model (oversample) 57.9 25

3 Probit model (oversample) 57.6 20

5 Logit model 57.6 20

6 Logit model (undersample) 57.3 20

7 Artificial neural networks (undersample) 56.0 50

8 Random forests (undersample) 52.4 15

9 Random forests 50.6 9.8

10 Random forests (oversample) 48.7 10

11 Classification trees (oversample) 45.0 15

12 Log model without discretization 42.2 9.8

13 Classification trees (with penalties for incorrect 
classification of a minority class) 40.0 9.8

14 Classification trees 38.0 9.8

15 Classification trees (undersample) 38.0 50
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tors (age and size of the company). The inclu-
sion of these factors leads to an increase in the 
efficiency of traditional models (the Gini coef-
ficient increases from 0.38 to 0.58). Moreover, 
these models showed resistance to overfitting. In 
a multivariate analysis of the hypothesis regard-
ing the sign of the dependence of the probabil-
ity of insolvency on the alleged regressors were 
confirmed. Significant differences in accuracy 
indicators between the logit and probit models 
were not found.

This conclusion is consistent with many 
works, since the logistic distribution function 
and the distribution function of the standard 
normal random variable behave approximately 
the same, and the differences are associated 
with more “heavy tails” of the logistic distribu-
tion function.

Due to the stability of nonparametric algo-
rithms to multicollinearity, all the factors con-
sidered earlier were used to build models based 
on machine learning methods. Analysis of clas-
sification trees and random forests showed that 
among the most influential factors were the 
coefficient of maneuverability of equity and the 
coefficient of autonomy (the largest drop in the 
Gini index in the random forest algorithm, the 

first partition in classification trees). This means 
that if a company has a significant amount of 
debt burden and it shows a negative financial 
result (in the balance sheet its equity is nega-
tive), this is an important indicator of the com-
pany’s insolvency in the next reporting period. 
At the same time, non-financial factors (age, 
company size) turned out to be practically insig-
nificant, which is reflected in Figure 5. Thus, the 
large size and long life of the company in the 
market cannot guarantee stability in the Russian 
market.

The dynamics of the average value of the Gini 
coefficient depending on the share of insolvent 
companies with optimal parameters on the train-
ing set using undersampling and oversampling 
(Figure 6) shows that in the forecasting problem 
with this data structure, the influence of the share 
of insolvent companies on the training set does 
not significantly affect the forecast potential one 
or another method. This conclusion is consistent 
with the work of Demeshev and Tikhonova [14]. 
The negative dynamics of the quality metric with 
an increase in the share of insolvent companies 
indicates a bias in the construction of the algo-
rithm (for example, in the “random forest using 
oversampling” algorithm).

0               5              19             15               20             25

NWC ratio
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Retained earnings to sales ratio
Current ratio 

Operating margin 
Assets turnover ratio 

Share of non-current assets 
ROS
ROE 
ROA
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Fig. 5. Determination of the most significant parameters. Random forest algorithm
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The use of the method of combating imbal-
ance depends on the type of model used. For 
logistic regression, artificial neural networks 
and classification trees, oversampling has shown 
higher quality. However, the use of oversampling 
in the random forest method leads to overfitting. 
Therefore, for random forests, undersampling is 
more effective.

Conclusion

The use of a particular model depends on the 
goal of the analyst. In forecasting problems, 
nonlinear algorithms, as a rule, show a higher 
result. Therefore, the use of neural networks and 
random forests is more acceptable for this type 
of task. However, these models lose to the binary 
choice models in costs (time, computational) 
for calculations, as well as in interpretation.

The algorithms we examined showed accept-
able quality for use in the tasks of forecasting 
bankruptcies of construction companies. As 
expected, the best model was an artificial neu-
ral network. Traditional sampling models have 
shown good results, while their results can be 
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Fig. 6. The average value of the Gini coefficient on the training set

easily interpreted, and the calculation time is 
minimal. Despite the advantages of classifica-
tion trees (ease of interpretation, the absence of 
restrictions on the type of variables, the absence 
of the need to specify the relationship form in an 
explicit form), this algorithm showed instability 
and low accuracy of predictions.

In the future, it seems promising to include 
other nonlinear algorithms in comparison, for 
example, models based on boosting (GBM, 
XGBoost), support vector models, etc. Moreover, 
in this work, the category of bankrupts includes 
companies in respect of which the legal bank-
ruptcy procedure has begun, as well as companies 
that have liquidated voluntarily. In the future, it 
seems possible to distinguish between these cate-
gories using a single federal register of bankruptcy 
information and identify companies in respect of 
which the legal bankruptcy procedure has begun. 
It also seems possible to conduct an intersecto-
ral comparison of the methods considered, deter-
mine the maximum forecasting horizon at which 
signs of bankruptcy appear, diversify within indi-
vidual industries and use macroeconomic varia-
bles in modeling. 

Gini

Share of insolvent companies
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Abstract

The paper describes a practical approach which can be used by internal IT organizations to gain 
their business customers’ trust. The variety of customers of the internal IT service provider is limited 
to internal customers only. The distinguishing feature of the proposed approach is that it is completely 
practice-oriented, i.e. primarily aimed at building trust among IT service providers and their customers 
in a particular organization. The approach is based on the idea that there are measurable prerequisites 
for the emergence of a customer’s trust which allow you to partially formalize the IT organization’s 
intention to earn its customers’ trust. A model of intra-organizational trust is proposed; it is progressively 
improved as the IT organization develops its trust-building capabilities. The model comprises all IT 
service customers in an organization along with their communications and accounts for internal 
organizational IT service market specifics. A high-level blueprint of the trust model is described which 
can serve as a starting point when developing a full-scale trust model in a particular IT organization. 
We present an approach to the trust model improvement which builds upon principles adopted from 
widely recognized CMMI model. With this approach, an internal IT service provider can benefit from 
maturity assessment methods to improve its trust building capabilities.
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Introduction

Over the past few decades, the percep-
tion and understanding of trust and 
its role in organizations has signifi-

cantly progressed. Nowadays, trust is consid-
ered to be a highly complicated multy-dimen-
sional phenomenon occuring in many forms, 
such as interpersonal trust [1, 2], inter-organi-
zational trust [3], intra-organizational trust [2, 
4, 5]. Trust is studied from different viewpoints, 
among which are psycholigical, economic, 
philosophical and managerial viewpoints [2, 
4–6]. Many researchers study trust in differ-
ent areas including both technological, such as 
e-business, and non-technological, e.g. politi-
cal and cultural areas. In spite of lots of excit-
ing ideas and deep insights concerning trust 
proposed by different researchers and much 
effort expended, no holistic interdisciplinary 
approach to trust study has been developed thus 
far. There is no definition of trust, which most 
(or at least significant number of) research-
ers would accept as the common basis in their 
studies. Instead, almost every researcher pro-
poses his/her own definition of trust, thus mak-
ing the whole volume of knowledge about trust 
even more fragmentary and less cohesive [7]. 

We believe that this is not only due to the 
complex nature of trust itself, but also to the 
fact that most researchers adopt narrative and 
qualitative approaches to the study of trust. 
Traditionally, research builds upon a statisti-
cal analysis of answers to multi-item surveys 
which are designed to reveal the opinions of 
respondents on different factors affecting their 
trust. A review of modern trust study methods, 
which demonstrates ontological, teleological 

Key words: IT service provider; internal IT service market; trust; IT organization; trust criteria;  
intra-organizational trust model; trust management; earning trust; maturity; capability level.
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and epistemological aspects of the research 
process, which incudes questioning and fur-
ther qualitative and quantitative analysis, can 
be found in [5]. Some of the up-to-date meth-
ods of trust research, mainly based on differ-
ent interviewing technics are also presented in 
[8].

In spite of the fact that the definition derived 
from such an approach is inevitably biased, it 
seems to be a widely accepted idea that one can-
not manage trust in practice without first formu-
lating a universal trust definition. Lack of pro-
gress in constructing the definition therefore 
results in the lack of studies concerning practical 
aspects of trust management. This paper adopts 
an alternative approach. We believe that one can 
successfully undertake trust building activities 
without thorough trust definition. 

Further on we concentrate on intra-organ-
izational trust only. This kind of trust is rela-
tively well studied [9–14]. A lot of different 
trust measures have been defined in the liter-
ature [7]; some are new concepts, such as the 
organizational citizenship behavior proposed, 
and behavioral patterns affecting intra-organ-
izational trust have been studied. A universal 
definition of intra-organizational trust, how-
ever, does not exist, since the coherence of dif-
ferent definitions is still too low [7].

There are only a few studies of trust in the IT 
area (e.g. [15]); these mainly focus on inter-
organizational trust in the context of IT out-
sourcing. As we show below, the results obtained 
are irrelevant for internal IT organizations and 
their customers due to principal differences 
between internal and open markets, where IT 
organizations and IT companies operate.
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Finally, we find it important to note that after 
being mainly a topic for academic research 
trust appears to be becoming a point of interest 
for commercial companies; they have started 
offering services related to building, maintain-
ing and measuring trust in organizations [16, 
17]. This is yet further evidence of the growing 
importance of inter-organizational trust build-
ing activities.

1. The aim of the study  
and statement of the problem

The aim of this paper is twofold. First, we pro-
p se a practical approach to trust management 
in the specific context of collaboration between 
an internal IT service provider and its customers. 
Second, we describe a quantitative non-empir-
ical approach to trust definition in this special 
case. Our method is based upon the assumption 
that each organization will develop and use the 
local trust definition of its own, which most fits 
its requirements.

We call this definition the trust model. While the 
universal trust definition may only stem from the 
experience accumulated by a number of organi-
zations, the trust model is just a local tool, a data 
structure assisting the members of an IT organi-
zation to build trust with business customers and 
quantitatively estimate the results of this activity. 

It is important to note that inter-organizational 
trust cannot result from the execution of formal 
business processes, since both the trust itself and 
trust building activities heavily depend on the 
individualities of organizational members. Our 
approach is based upon the following principal 
assumptions: 

1. Trust building is studied in the context of col-
laboration of organizational roles adopting gen-
eral organizational policies, business rules and 
corporate culture, which heavily affects their 
behavior; 

2. The collaborating parties need trust if they 
cannot predict each other’s course of action;

3. Each role has its own unique view on how 

to achieve trust with its counterparties different 
from that of other roles.

There are two reasons that we believe that it is 
important to focus on the trust building between 
an IT organization and its customers. First, pro-
vided there is no reliable business case to decide if 
IT investments are necessary, a consensus between 
managers is needed to make an investment deci-
sion. If the average level of trust between business 
managers and an IT organization is high enough, 
the consensus is more likely to be achieved.

Second, due to the intrinsic complexity of an 
IT organization’s work, most organizational 
members cannot be considered as IT experts 
who are able to correctly estimate the quality of 
IT-related products and services. Moreover, we 
believe this is true even if an IT organization pro-
vides its customers with detailed information on 
its processes, policies, guiding principles, etc. 
Trust can help both sides to make a Service Level 
Agreement, which forms the basis of their collab-
oration.

One can argue this logic because busi-
ness units different from the IT organiza-
tion can be considered to be service provid-
ers for their customers as well, even though 
this approach to organizational analysis is not 
commonly accepted. There are important dif-
ferences, however, that make the IT organiza-
tion unique in its position within the organiza-
tion. For example, accounting services or HR 
services are clear even for non-professionals, 
while the corresponding processes are mostly 
aligned with external legislative requirements. 
That’s why the organizational members have 
no reasons to distrust the corresponding busi-
ness functions. On the other hand, there are 
business units, which provide complicated pro-
fessional services, for example, the Technical 
Directorate at a factory. However, its custom-
ers, such as manufacturing managers, are nor-
mally technical experts themselves. Their col-
laboration is not based on trust, because both 
parties can completely validate each other’s 
ideas. 
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The specificity of IT services is that they, on the 
one hand, are provided to practically every mem-
ber of an organization and, on the other hand, 
may require deep professional skills to be cor-
rectly estimated. This makes it hard for non-IT 
professionals to correctly estimate how diligent 
an IT organization is.

Th strategic importance of trust for an IT 
organization has already been considered in 
[8]. The present paper focuses on operational 
activities, which facilitate permanent mainte-
nance of trust and its support at an acceptable 
level from the IT organization’s side. We fur-
ther assume that the IT organization adheres 
to ITSM principles, especially as for Service 
Level Agreements, which form the basis of the 
collaboration between an IT organization and 
its customers.

The following terms will be used below:

 IT organization – an internal IT function 
of an organization, no matter what form it takes 
(e.g., a single IT department, group of IT depart-
ments or even an independent legal entity);

 internal IT service provider – same as the IT 
organization;

 trust building – an activity in the IT organi-
zation aimed at earning trust from its customers.

2. The IT organization  
and the internal IT service market

Following [19], we distinguish between differ-
ent IT service customers and IT service users. At 
least four groups of customers and users can be 
identified in an organization:

 participants of business processes who use 
IT in their everyday work. They are mostly IT 
service users. The IT service customer in this 
case is normally one of the business managers 
responsible for collaboration with IT organiza-
tion on behalf of a business unit or organization 
as a whole;

 owners and managers of business pro-
cesses who use IT to improve their respec-
tive business processes. A typical IT service for 

those customers is business process automation;

 senior management and top managers. IT 
services for these customers include, for exam-
ple, implementation of corporate-wide IT solu-
tions such as ERP-systems or Master Data 
Management systems, IT budget optimization, 
increasing IT organization efficiency or ensur-
ing proper level of information security;

 shareholders and investors. IT services 
for this category of customers may be intended 
to increase the return on IT investments. This 
implies, for example, the use of best practices 
and proven IT solutions whenever possible, 
contracting high-class suppliers and so on. 

Some business process owners may hold posi-
tions as functional managers in the organiza-
tional hierarchy. For instance, the owner of 
the purchasing business process is normally the 
Head of the Acquisitions business unit, while 
the owner of the budgeting process is the Head 
of the Budget or Finance unit etc.

The internal organizational IT service mar-
ket has some unique features that make it prin-
cipally different from the open market. The dif-
ferences are as follows: 

 the IT organization is, by its nature, a monop-
oly on the market. It provides IT services either 
on its own or by contracting with external compa-
nies on behalf of the organization, thus accumu-
lating all business requirements corporate wide. 
As a result, the IT organization cannot abandon a 
service request from any business customer;

 customers on the open market are able to 
contract with those IT service providers who ren-
der the highest quality services in a specific area. 
Instead, the customers on the internal market are 
forced to rely on the single IT service provider 
which may not be skilled in all areas, to say noth-
ing of the emerging IT-services;

 customers on the open market use legal com-
mercial agreements to manage relationships with 
service providers. The Internal Service Level 
Agreement cannot be used as a legal tool to man-
age relationships with the IT organization.
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The above specifics of the internal IT service 
market result in specific relationships between 
the IT organization and its customers. Both sides 
may significantly benefit from being trusted part-
ners. For instance, they can: 

 minimize mutual control costs;

 reduce external risks by solving problems 
locally without addressing higher positioned 
managers;

 adopt long-term relationship models based 
on agile technologies and task managers instead 
of traditional project activities.

Since the customers and users of the internal IT 
service provider are members of the organization 
and there is a CIO who represents the IT organ-
ization for them, we can treat the trust between 
the IT organization and its customers as a kind of 
interpersonal trust.

3. Trust measurement  
and trust building

The fundamental review [7] summarizes the 
most important principles of intra-oraganiza-
tional trust measurement. According to [7], 
most researchers consider intra-organiza-
tional trust to be a multi-dimensional notion 
and trust measurement is treated as the process 
of a multi-item survey that includes a num-
ber of questions or metrics intended to cap-
ture different dimensions of trust. The metric 
specifies one aspect of trust or trust dimension. 
Metrics are grouped according to the different 
dimensions. For example, the metric may look 
like “My colleagues who collaborate with my 
counterparty consider him/her as trustworth.” 
Since the respondent’s perception of a metric 
is always biased, a kind of averaging is neces-
sary to correctly interpret a respondents’ view 
on the proposed trust dimension. Basically, the 
trust measurement in accordance with [7] is an 
approach aimed at constructing a comprehen-
sive trust definition. 

Authors of [7] have not discussed a more tra-
ditional view of trust measurement such as a 

quantitative estimation of intra-organizational 
trust although there are examples of such an 
approach for the case of inter-organizational 
trust [16]. Moreover, the authors of [7] revealed 
a large variety of dimensions and metrics pro-
posed by different authors along with a very 
limited degree of replication of them by the 
authors other than their originators.

There are five trust categories that have been 
recommended in [7] as the most recognized and 
accurately defined. They therefore can de used 
as good starting points for future work. These 
categories correspond to five different state-
ments of the trust research problem. Two cat-
egories describe inter-personal trust [20, 21], 
one the trust among business units and other 
work groups, the other [22] the trust between a 
person and his/her subordinates. The last cat-
egory considers trust as a psychological state, 
which implies one’s intention to accept vul-
nerability based upon positive expectations of 
another’s intentions. We are interested in the 
first two categories, which can both be used for 
our purposes although different in nature.

The first category [20] defines trust as hav-
ing two dimensions – cognition-based trust 
and affect based trust. The respective groups 
of metrics describe the trustor’s perception 
of the ability of the trustee to achieve the 
expected result and the trustor’s confidence in 
trustee’s emotional support and expressions 
of care and concern for the trustor’s welfare.

The second category [21] comprises 
four dimensions, namely free information 
exchange, striving for informal agreements, 
surveillance, and task coordination.

For our purposes, we combine the two cate-
gories into a single one that has five of the Now 
we are ready to proceed to our main goal, i.e. 
designing a practical method of trust building 
between the IT organization and its customers. 
Since the IT organization cannot emotion-
ally affect its customers’ behavior, we only can 
outline its business activities aimed at gaining 
customers’ trust. That’s why we further focus 
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on information exchange, striving for infor-
mal agreements, surveillance, and task coor-
dination from the IT organization’s side only. 
Moreover, the IT organization should manage 
its customers’ cognition-based trust. We also 
postulate a uniform approach from the IT-
organization’s side to all its customers.

Table 1 shows the quantitative metrics we 
have defined for the case of trust building 
between the IT organization and its custom-
ers. They are based on the recommendations 
of [7] and should not be considered as a com-
plete set of metrics, rather as just an exam-
ple illustrating the potential ability to develop 
such metrics.

We assume that the customer’s trust is always 
the combination of two factors: 1) his/her per-
sonal trust based on the current and previous 
experience and/or personal trustfulness, and 2) 
influence of the customer’s environment. Met-
rics that describe the influence of the environ-
ment are italicized in Table 1. We do not ana-
lyze an individual customer’s behavior, only 
assume that the metrics in Table 1 help the 
customer to improve his/her perception of the 
IT organization, thus resulting in increased 
trust. The environmental influence is impor-
tant because a non-IT specialist often cannot 
identify the true reason of a low value of a met-
ric (for instance, IT service quality or the value 
of IT risk). Our assumption is that in this case 
he/she will consult with his/her colleagues to 
account for their opinions on the IT organiza-
tion and its work.

The way the customer processes the infor-
mation received depends on many factors, 
such as colleagues’ trustworthiness, the level 
of the customer’s IT skills, the availability of 
resources and the desire to control the IT ser-
vice provider etc. In any case, the IT organi-
zation has to account for the influence of the 
environment and strive to manage it. In other 
words, the IT organization should be fairly 
aware of the organizational communication 
structure.

The foregoing suggests that intra-organiza-
tional trust is highly individual for every par-
ticular organization by its very nature and 
depends on the unique structure of inter-per-
sonal intimate trust among different members 
of the organization, including not only custom-
ers of the IT organization but also their trusted 
parties. Moreover, the structure of inter-per-
sonal trust is highly volatile over time, which is 
equally true for the behavior of individual cus-
tomers. This is the principal challenge to the 
aforementioned psychometric approach to 
trust measurement, which uses static surveys to 
define the trust.

Figure 1 shows an example of an inter-per-
sonal trust structure.

The four rectangles in Figure 1 represent 
four members of an environment (A–D); the 
arrows indicate information flows. There are 
two types of information in the flow from A to 
C, e.g. opinions concerning IT service quality 
and striving for informal agreements. The lev-
els of trustworthiness of the sources and their 
respected opinions are shown within the rec-
tangles. This structure does not describe any 
particular picture of information exchange 
at a specific moment, but all potential ways 
the information can flow across the organiza-
tion, i.e. the historical blueprint of information 
exchange among customers.

At any particular moment, the degree some 
customer trusts the IT organization depends on 
the following reasons:

 personal perception of current relation-
ships with the IT organization;

 an individual way of assessment of the 
information received from the environment;

 the current state of the inter-personal struc-
ture in the organization.

Assume, for example, that customer C 
requests opinions of trusted customers A and 
B concerning the quality of IT services pro-
vided by the IT organization. Generally speak-
ing, the information he/she receives depends 
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Table 1. 
Quantitative metrics for building trust between  

the IT organization and its customers

Trust  
dimension Metrics Measurement method

Cognition-based 
trust

Quality of IT services Number of SLA violations

Satisfaction with previous collaboration Percentage of prolonged SLAs

Percentage of customers satisfied by IT services An estimate of the share of satisfied customers

Free information 
exchange Readiness to share information Number of violations of agreements concerning 

information access

Striving  
for informal  
agreements

Customer’s comprehension of the level  
of accuracy of system requirements in SLA

Percentage of identified risks approved by  
the customer

Customer’s comprehension of the requirements 
concerning schedule of work and resources needed

Percentage of other customers who approve  
the IT organization’s plans

Percentage of customers striving to establish 
informal relationships with the IT organization An estimate of the share of such customers

Surveillance

Customer’s cost of monitoring the schedule and 
work status Analyze customer’s information

Customer’s cost of quality control A profile of divergencies of costs in the quality 
plan of the IT organization

Percentage of customers striving to cut costs  
of monitoring and control An estimate of the share of such customers

Task  
coordination

Percentage of changes of work schedule and/or 
resources needed initiated by the customer and 
waived by the IT organization

Percentage of changes initiated by the customer 
and abandoned by other customers presented 
in IT organization’s work plan

Number of changes of work schedule and/or 
resources needed for a customer initiated by the 
IT organization and not related to other customers

Analysis of IT organization’s internal  
documentation

Percentage of customers satisfied with task 
coordination with IT organization An estimate of the share of such customers

on whether B asked A for a similar opinion. 
If yes, C will receive from B a combination of 
opinions of B and C, otherwise B’s opinion will 
be highly individual. The structure in Figure 1 
does not help to sort out the situation. Cus-
tomer C then changes his/her perception of the 
IT organization depending on the information 

received. For instance, he/she may increase 
his/her level of trust if the weighted sum of 
the opinions received is close to his/her own 
perception. Or he/she may ignore the exter-
nal opinions if the weghted sum is small. The 
logic observed by customer C at any particular 
moment is unknown.
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In spite of the fact that the structure in Fig-
ure 1 cannot predict the result of communica-
tion between the customer and his/her environ-
ment, it may help the IT organization to identify 
those customers who potentially most affect the 
others, how large are the risks of low quality IT 
services provided to a particular customer, what 
groups of customers trust each other most, etc. 

This information may prove useful for the 
internal IT service provider even if the struc-
ture is so complicated as not to allow it to ana-
lyze each customer’s behavior. On the other 
hand, the structure itself may result from eve-
ryday monitoring of stable customers’ behavior 
patterns. 

We call this structure the intra-organizational 
trust model. It is not by any means universal 
being is relevant for building trust between the 
IT organization and its customers.

4. Trust building management  
and trust model improvement

Of course, the above arguments should be 
somehow validated, i.e., compared with the 
practical experience accumulated in IT organi-

zations which attempt to become trusted coun-
terparties for their respective customers. It 
should be noted that the trust building activity 
cannot be considered to be a common business 
process for at least two reasons. First, it heavily 
depends on the particular individuals involved 
and their emotional backgrounds. Second, any 
formal output of the activity may be of no help 
to trust building since there is no guarantee that 
this output really affects the customer’s trust. 

At the same time, it is less likely that any 
best practices of trust building can exist. This 
is indirectly supported by the fact that no 
universal trust definition has yet been found. 
All of this does not imply, however, that the 
IT organization is not able to effectively gain 
the confidence of its customers. To do this, 
it can follow the principles the well-known 
process improvement CMMI model [23–25] 
is based upon. The key idea is to replace the 
set of process areas in CMMI for Services 
[24] with the aforementioned intra-organ-
izational trust model. This model becomes 
more and more validated and standardized in 
the same way as process areas in СMMI do, 
while the IT organization proceeds through 

Fig. 1. An example of the inter-personal trust structure
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trust building maturity levels. The trust 
model at any moment describes the current 
perception of customers’ trust similarly to 
process areas which describe current institu-
tionalization of business processes. In other 
words, the maturity level of the IT organiza-
tion is defined it terms of the accuracy and 
completeness of the trust model itself and the 
accumulated experience of its use by IT spe-
cialists and IT managers. Note that the IT 
organization is interested in improving the 
trust model no matter what happens to the 
relations with any particular customer and 
the IT services provided. This is not the case 
with CMMI process areas that should not be 
improved unless there are customers inter-
ested in such an improvement.

Below is the high-level definition of the matu-
rity levels of the IT organization. It is impor-
tant to note that in contrast to the universal 
set of process areas in CMMI for Services, the 
trust model should be elaborated individually 
for each organization. The definition below is 
intended just to outline for IT practitioners an 
approach based on the trust building maturity 
assessment and aimed at trust building activity 
improvement. We identify the following matu-
rity levels:

 incomplete: the very need to intentionally 
earn customers’ trust has not been realized by 
the IT organization. Trust building activities 
are spontaneous and incomplete;

 initial: There is general understanding of 
the necessity of trust building. Different IT 
practitioners gain their customers’ trust in 
different ways. Every customer’s increase or 
decrease in trust is clearly recognized. There is 
no consensus on how trust should be built, i.e., 
no common trust model exists;

 managed: the IT organization has elabo-
rated some proven practices of earning the cus-
tomer’s trust. Inter-personal trustful relation-
ships are established between several customers 
and particular IT specialists. There are inter-
nal policies and business rules concerning trust 

building which are followed by all customer 
managers in the IT organization. Some ele-
ments of the trust model are used to earn some 
customers’ trust;

 defined: the IT organization has adopted 
a common view on how trust has to be built. 
This view has the form of a single standard 
trust model. Business rules exist which allow 
the customer manager to adjust the model to 
his/her specific relationships with the respec-
tive customers.

As was stated above, the trust model assumes 
that each customer’s trust at any moment is 
known. Obviously, this cannot be achieved 
through the use of questionnaires and other 
psychometric technics. There is some indirect 
evidence, however, which reports on increase/
decrease in trust. The corresponding events 
can be watched and analyzed. Below are some 
examples of such events:

 SLA change which introduces higher/
lower level of control from the customer’s side;

 increase/decrease of the number of vertical 
escalations of problems between the customer 
and the IT organization;

 increase/decrease of costs of mutual mon-
itoring and control from a customer’s and IT 
organization’s sides;

 increase/decrease of the number of 
changes from the customer’s side without SLA 
re-assessment;

 customer’s refusal to deal with particular 
IT specialists.

Of course, the most reliable informal way to 
become aware of a particular customer’s trust 
is to establish inter-personal trustful contact 
between the customer and the corresponding 
customer manager.

At the managed maturity level, the IT organ-
ization accounts for trustful relationships 
between some customers and correspondingly 
builds relationships with those customers. 
Trusted IT specialists play a major role in esti-
mating customer’s trust.
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At the defined level, the IT organization 
exercises a common approach to trust building 
aimed at all current and potential customers, 
not at a customer of particular interest. The 
standard trust model is used which accounts 
for all interactions between customers.

It does not make sense to attempt to describe 
higher maturity levels at the current stage of 
understanding the role of the trust model. 
Any standard model improvement may only 
be based on real experience in its use, which 
should be accumulated first. Provided formal 
trust building business processes do not exist, 
the trust model looks like a practical alterna-
tive allowing one to capture, formalize and 
analyze the results of trust building activities, 
even though those activities are informal and 
vague by their very nature. The trust model 
may be implemented in a variety of ways from a 
simple set of files to a sophisticated data struc-
ture maintained with the use of formal business 
processes.

Conclusion

The approach presented in this paper is just 
a first step to practical trust management in IT 
organizations. The main result of the approach 
is the demonstration of an ability to practically 
build trust in the absence of a comprehensive 
definition of intra-organizational trust.

Further steps can only be made by IT prac-
titioners responsible for customers’ trust man-
agement in IT organizations. It is especially 
important therefore to get feedback from cus-
tomer managers, presale managers and other 
IT specialists involved in customer relationship 
management. Much preparatory work should 
be done to elaborate practical tools that would 
allow them to validate the proposed approach.

The last, but not least challenge is related 
to the trust management business case. Even 
though trust benefits seem clear, ensuring a bal-
ance between them and the cost of ongoing trust 
building activities is not a trivial problem. 
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Abstract

The shift to digital technologies in various industries is one of the key goals in the digital agenda. Due 
to the essential role of interoperability of products and elements in complex systems, standardization 
stays in the forefront of government policy and business. In manufacturing systems, standards are of 
a prime importance, since they serve as a channel for modernization and innovation speedup. This 
paper makes a contribution to the currently rare literature on digital manufacturing standardization as 
a policy tool to promote digital technologies in business. By comparing five national cases of China, 
Germany, Japan, the Republic of Korea and the USA, we introduce national models of standardization 
in smart manufacturing according to the extent of state participation in standardization. In doing 
so, we examined initiatives in industry, digitalization, the development of a national system of 
standards, the reference architecture of digital production, as well as the countries’ cooperation in 
the field. Along with this, an overview of international initiatives in the field is presented, namely the 
ISO and the IEC. Taking into account the existing landscape, an assessment of the Russian case of 
digitalization in manufacturing and standardization is presented. Like China, Russia follows the third 
model of standardization. Given the results, we developed recommendations for Russia with the aim 
of intensifying efforts at standardization and the country’s presence in the international agenda, as well 
as to develop a Russian framework for digital transformation in sectors and achieve related economic 
effects.
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Introduction

Currently digitalization is becoming a 
key issue in the industrial and innova-
tion policy perspective and generates 

significant changes. A comprehensive intellec-
tualization through information and commu-
nication technologies (ICT) leads to drastic 
rearrangement in production and business-
processes facilitating cooperation in a global 
market [1, 2]. The absence of standards is often 
seen as a barrier to digitalization.

Digitalization and its implications for upgrad-
ing the technological sector has several dimen-
sions. On the one hand, some digital technol-
ogies could bring new concepts of business 
process management without significant change 
in the set of technologies. Nevertheless, auto-
mated systems and management systems should 
be integrated with existing equipment [3]. On 
the other hand, a complex digital transforma-
tion entirely restructures a company’s technol-
ogy architecture [4, 5].

Digitalization as a scientific field is in its 
infancy. There are several notions of digital 
manufacturing in existing literature, which 
include smart manufacturing, cyber-physical 
systems, Industry 4.0, the smart/digital factory 
and some others. It is a complex system that 
integrates the pull of production and infor-
mation technologies that help to optimize on 
the production floor and drive product devel-
opment in a virtual environment. In a more 
broad sense, it is a concept of how to exploit 
an extensive set of data in a most effective way. 
Cyber-physical systems (CPS), cloud comput-
ing, and the Internet of Things (IoT), big data, 
digital modeling, additive manufacturing, vir-
tual reality constitute its technological core [6, 
7]. Despite the common set of technologies, 
their application and business models in sec-
tors differ significantly and affect innovative 
activity of enterprises [8].

In this respect, we suggest that standards serve 
as a mechanism to boost innovation and adop-
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tion of digital technologies in manufacturing 
industries. Based on a comparative analysis of 
national initiatives in China, Germany, Japan, 
the Republic of Korea, the United States in 
the field, we distinguished three main models 
describing digital manufacturing standardiza-
tion in countries. We relied on several param-
eters for the country analysis, including the 
national standardization system, industrial and 
digitalization related strategies, projects in dig-
ital manufacturing and standardization, elab-
oration of reference architecture and interna-
tional cooperation in the field. This study also 
gives an overview of the international standard-
ization landscape with respect to the Russian 
position in it. In order to present recommenda-
tions for Russia, we analyzed the Russian and 
foreign digital agenda and the role of standard-
ization. 

1. Digital manufacturing 
from the standardization  

perspective

Digitalization becomes indispensable for 
technological upgrading in different sectors 
[8]. There is a growing interest in smart manu-
facturing from government, business and aca-
demia. This is evidenced by national digitali-
zation programs, corporate transformation 
strategies, as well as by a growing number of 
scientific publications. The available litera-
ture combines several approaches to the study 
of digital production, including technologi-
cal trends [9–11], design principles [6, 12], 
the effects of its adoption [7, 13]. Other papers 
address mainly technological issues introduced 
by the integration of information technologies 
in production systems [14, 15]. However, the 
number of studies focused on innovation out-
comes of digital manufacturing standardiza-
tion is still limited. 

As the innovation cycle accelerates, stand-
ards and related activities become a tool to 
solve global challenges, especially in the high-
tech sectors of industrial production [16, 17]. 

The process of standards development is a con-
sensus-based, open and transparent one that 
facilitates the agreement of stakeholders on 
technical specifications and implementation 
[18, 19]. Moreover, standards promote innova-
tion spread by harmonization of technological 
solutions in complex systems, with replicability 
and conformity assessment (security, compat-
ibility, etc.) [20]. 

Thus, standards facilitate knowledge transfer, 
its dissemination and promote further innova-
tion [18, 21]. Massive use of information tech-
nologies requires compatibility of systems, 
products and services in the global market, the 
key tool for which are the standards [22, 23]. 
From the evaluation perspective, standards 
could serve as an indicator of project effective-
ness, including projects supported by the state. 
Therefore, standards can stimulate devel-
opment of new technological solutions and 
improvement of existing ones [20].

Standards in the field of digital technologies 
have particular characteristics in comparison 
with other domains. Firstly, digital technol-
ogies constitute complex systems compris-
ing a range of parts and elements, both hard-
ware and software, which can be developed by 
different suppliers in different ways, though 
interoperability must be ensured [22]. Sec-
ondly, modern information systems are 
designed with high switching costs. For the 
customer, its implementation means signifi-
cant expenses for integration, learning, etc. 
Thirdly, intrinsic network effects are achiev-
able only in case the number of users is grow-
ing [23].

Most studies referring to the ICT industry 
analyze standards elaborated predominantly 
within industrial consortia. By comparison, 
industrial and more precisely the machine-
building sector receives not enough attention. 
Machine-building industries generate high 
added value, and companies of the sector are 
actively participating in official standardiza-
tion organizations [24].
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In the literature, two classes are distin-
guished – de facto and de jure standards. 
De jure or formal standards are developed 
by standard-setting organizations (SSO) or 
standard developing organizations (SDO) 
[24]. De facto standards arise as a result of 
market competition between several specifi-
cations and are introduced mostly by private 
companies [17]. Due to technology conver-
gence, consortia and alliances become impor-
tant modes of cooperation in standardization 
and submit their standards to formal organi-
zations [19, 25].

The role of government in the field of stand-
ardization is mainly focused on coordina-
tion of standards development and mitigating 
risks for participants. Public entities contrib-
ute to creation of partnerships and alliances at 
the national level, often being an initiator [20]. 
Modernization of industries in turn leads to 
improvement of standardization itself; in par-
ticular, it fosters the shift of services standardi-
zation to the digital environment and the elab-
oration of digital standards.

In this paper, standardization is consid-
ered to be an efficient government mecha-
nism of digitalization in industries and brings 
new evidence to the strand of literature dedi-

cated to innovation policy in digital era. Based 
on national cases of smart manufacturing and 
comparison with Russia, a set of recommenda-
tions for Russia was developed. 

2. International landscape 
 in the field of digital manufacturing  

and standardization

2.1. National policy  
for digitalization

To select countries for the analysis, we used 
the WEF Readiness for the Future of Produc-
tion index. It comprises several dimensions –  
structure and drivers of production; each of 
them includes a number of sub-indicators. 
For our purposes, we assessed countries by two 
parameters – scale (refers to the production 
structure parameter) and technology and inno-
vation (refers to the drivers of production). The 
first one sheds light on the general volume of 
production and, thus, on the scope of stand-
ards application by manufacturing companies, 
since standards fulfill an economic function 
only in case of wide recognition. The second 
reflects the level of technological develop-
ment in countries and, respectively, allows us 
to anticipate which countries are likely to be 
leaders in the field (Table 1) [26].

Table 1.
Scores of the selected countries according  

to the WEF Readiness for the Future of Production

Countries  
in the ranking

Structure  
of production – Scale

Drivers 
 of Production –Technology & Innovation

USA 10 1

Germany 4 8

Japan 5 16

Republic of Korea 2 17

China 1 25

Source: [26].
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Germany and the USA are on the inter-
section of these two facets and thus are lead-
ers; China, the Republic of Korea and Japan 
occupy leading positions in terms of scale. 
Their strong positions in the field of digital 
production are supported by the existence of 
national industrial strategies and a standardi-
zation approach. 

On the national level, the following param-
eters were analyzed: the national system of 
standards development, initiatives in indus-
try, digitalization and standardization, refer-
ence architecture of digital production, coop-
eration among countries. Based on this, we 
distinguished three main models in the man-
ufacturing standardization landscape: market-
centered (the USA, the Republic of Korea), a 
balanced approach based on a private-public 
partnership (Germany, Japan) and a govern-
ment-centered approach (China). The results 
of the analysis are given below.

National system  
of standardization

In the USA, standardization is driven mostly 
by business players, whereas state bodies, 
including various agencies and institutes, per-
form a coordinating role by providing the gen-
eral regulatory framework, related research 
and expertise [27].

The second model, public-private partner-
ships, involves greater participation of govern-
ment, industry associations and major research 
organizations. This model is attributed to Ger-
many, the Republic of Korea and Japan [28]. 
It is important to mention that the German 
approach is characterized by a large focus on 
technological aspects [29]. With Japan’s high 
involvement in global value chains, the country 
is under-represented in transnational consortia 
and alliances led by the U.S. firms. Neverthe-
less, there are several collaborations of Japa-
nese firms with European, Asian and Ameri-
can partners [30].

The Chinese model is based on mostly state 
activities: the government raises funds and 
coordinates various projects within the frame-
work of the “Chinese Standards 2035” strat-
egy. Its main focus is to intensify research 
and development. Development of their own 
standards in China is driven by both external 
factors and internal purposes related to indus-
trial upgrading. China is actively involved in 
international standards activities, especially in 
the field of 5G technologies [31].

Initiatives in the field  
of digital manufacturing  

and standardization

Standardization is considered to be an 
important policy tool to tackle economic 
challenges. The German case reveals that 
along with research activities and informa-
tion infrastructure standards ensure compet-
itive advantages for the country, where Ger-
man business traditionally plays the main role 
[32]. Overall, digitalization in manufactur-
ing helps to keep Germany high-value man-
ufacturing export, ensures competitiveness in 
the global value chains for Korea [33]. GVC 
domination is also the main concern for the 
U.S., since manufacturing plays a key role 
for international competitiveness and is sup-
ported by the leading position in R&D. Chi-
na’s efforts focus mainly on structural change, 
since information technologies in manufac-
turing should favor innovation enhancement 
of national economy and its technological 
upgrading [34].

Digital agendas of most leading countries, in 
addition to the strategies themselves, encom-
pass separate initiatives for industry standard-
ization as well. Such initiatives have aimed at 
creation of standards and international pro-
motion, i.e. its replication and building smart 
factories. Projects in standardization cover a 
wide range of activities, including testing of 
business models, elaboration of scenarios of 
technology adoption (e.g., the Labs Network 
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Industrie 4.0 in Germany), assistance with 
operational issues related to introduction of 
digital technologies in manufacturing (Platt-
form Industrie 4.0 in Germany). Within the 
framework of such public-private partner-
ships, government provides strategic guidance 
and integrates participants into a single eco-
system [35].

Currently there are two dominant approaches 
in the manufacturing digitalization – Ger-
man and American. The former focused more 
on production aspects (hardware) of digiti-
zation and integration of cyber-physical sys-
tems, while the latter considers digitalization 
of industry more broadly as part of the system 
of the industrial internet in sectors.

A market-centered model represents another 
pattern, where a large part of standards is 
developed in consortia and alliances, the most 
significant of which both in the U.S. and inter-
national level is the Industrial Internet Con-
sortium  (IIC) established in 2014 by leading 
corporations. The IIC developed the refer-
ence architecture for the Internet of Things in 
industry, healthcare, energy, transport and 
public services. Participation in the consortium 
allows companies to get access to test-beds and 
to get acquainted with the regulatory frame-
work in the field of new technologies. Other 
international industry consortia and alliances 
provide a similar support [36]. 

Along with business initiatives, there are also 
other U.S. state programs related inter alia to 
standardization. Under the “Manufacturing 
USA” program, the Digital Manufacturing and 
Design Innovation Institute (DMDII) funded 
by the U.S. Department of Defense and coor-
dinated by the National Institute of Standards 
and Technology was established. It is a place 
for collaboration in R&D, commercialization 
and testing new solutions for different indus-
tries [36]. Institutes create effective and repli-
cable solutions for enterprises by consolidating 
efforts of ministries, private companies, uni-
versities and research organizations [37]. 

Other countries are implementing similar 
projects. The Korea Manufacturing Innova-
tion 3.0 is part of the comprehensive Korean 
Creative Economy (CEI) strategy. With respect 
to specialization of regions, 17 innovation 
centers that cover a range of digital technol-
ogies across the country were created. These 
centers are managed by large Korean corpo-
rations like Samsung, Hyundai, etc. (“Smart 
machinery” led by Doosan, “Shipbuilding/
machinery”, “Textile/electronics” by Hyundai 
Heavy Industries, “Smart Factory” by Sam-
sung, automobile by Hyundai and Kia Motors) 
[37, 38]. 

Japan has both business-led (IoT Acceler-
ation Consortium) and state-led (Industrial 
Value Chains Initiative – IVI, “Connected 
Industries”, the Robot Revolution Initiative of 
Japan – RRI) initiatives in smart manufactur-
ing, which are in general coordinated by gov-
ernment. The Industrial Value Chain Initiative 
(IVI) was introduced in 2015 as a cooperation 
platform of national manufacturing firms coor-
dinated by the Ministry of the Economy, Trade 
and Industry (METI). It accumulates joint 
use cases and scenarios in smart manufactur-
ing thus helping to implement flexible stand-
ards and models in different sectors. There is 
a strong cooperation across working groups on 
standardization of the initiatives [39]. The gov-
ernment makes a particular effort to promote 
standards for robotic systems across different 
sectors within the country and globally, since 
robotics is one of the five priority areas for the 
national economy in the long-run, according 
to the Robot Revolution Initiative of Japan 
(RRI) [40].

China follows the third approach, which is 
characterized by the development of its own 
model of digitalization based on the combi-
nation of the best world practices with a lead-
ing government role. The main task is not only 
modernization, but also radical structural 
transformation of industry, with an increase 
of value added and reorientation towards 
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high-tech products [36]. Active state support 
is based on bilateral cooperation with leaders 
(Germany and the United States), while the 
“Standards of China 2035” strategy is aimed 
at creating Chinese standards by intensifying 
efforts in the field of research and develop-
ment [41].

Despite the similarity of national goals for 
standardization, the countries’ differences 
in economic and technological competences 
require more adaptive mechanisms in stand-
ardization. Public-private partnerships are 
the most appropriate way to realize digital 
projects.

Reference architecture 
of digital manufacturing

Reference architectures are more conven-
tional to information and communication 
technologies. From smart manufacturing per-
spective, the term means “a model for a class 
of architectures,” i.e. a pool of rules and prin-
ciples to describe physical systems in a digital 
world [42].

Leading countries are striving to develop 
their own reference models. The Reference 
architecture model Industrie 4.0 (RAMI 4.0), 
introduced by the Plattform Industrie 4.0 and 
the Industrial Internet Reference Architec-
ture (IIRA) by the IIC are main approaches. 
Japan has the harmonized with the RAMI 
principles the Industrial Value Chain Refer-
ence Architecture (IVRA) [43]. Korea is also 
undertaking efforts to elaborate own reference 
model with a particular attention to SME dig-
italization (Smart Factory Reference Model) 
[44]. 

China is also developing its own model – 
the China Intelligent Manufacturing System 
Architecture (IMSA). In the framework Sino-
Germany bilateral cooperation the IMSA and 
the RAMI are harmonized, which is deter-
mines Chinese orientation on the German 
approach [45]. 

Cooperation  
in the field of digital  

manufacturing

In order to promote national approaches to 
digitalization of production, the leading coun-
tries are building networks with economic and 
trade partners in a bilateral way.

More precisely, Germany collaborates with 
China (a joint Sino-German Commission on 
Standardization cooperation); Japan in the 
framework of the Plattform I4.0 and Japa-
nese Robot Revolution Initiative, with Korea 
within the Smart Factory Web, which is a joint 
Korean-Germany initiative supported by gov-
ernment and some others [45–48]. In addi-
tion at the national level, Germany (Plattform 
Industrie 4.0) with France (Alliance Industrie 
du Futur) and Italy (Piano Industria 4.0) have 
established a trilateral initiative and a work-
ing group based on the German reference 
architecture (The Paris Declaration for Smart 
Manufacturing) [49]. 

The IIC network of partners is also large and 
comprises cooperation between the Japanese 
IVI and the IIC (the Liaison Working Group) 
[50], the Korean Smart Factory Web (a test-
bed of the Industrial Internet Consortium) 
and some others [48]. Moreover, alignment 
between the RAMI and the IIRA shapes the 
digital agenda in industry and helps to secure 
global interoperability [51]. 

A summary analysis of the countries is 
shown in Figure 1.

Standardization receives greater attention 
from national governments and international 
organizations, occupying an important place 
in bilateral and multilateral relations. Cur-
rently, standards development in production 
industries is led by Germany and the USA, 
with reference architectures and cross-coun-
try cooperation. The major part relies on wide 
public-private partnerships.
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Fig. 1. Standardization digital manufacturing landscape in selected countries
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2.2. International  
bodies involved  

with standardization  
in digital manufacturing

International organizations in standardi-
zation, primarily the ISO and IEC, pay sig-
nificant attention to digital production and 
related issues. Some initiatives are performed 
via joint technical committees (JTC) (Figure 
2). 

Technical Committees (TC) are working 
on functional compatibility of systems and 
cybersecurity, as well as the extension and sys-
tematization of existing approaches by pro-
posed participants. In this regard, within the 
ISO and IEC two strategic bodies have been 
established – ISO/SMC and IEC/SC, which 
bring together representatives of all technical 
committees related to production and infor-
mation technologies [35]. In addition to joint 
initiatives of the ISO and IEC, there are sev-
eral technical committees focused on smart 

production – the ISO TC 184 (product data, 
compatibility, integration, architecture for 
industrial automation, and TC 65 IEC (con-
trol of industrial processes and their automa-
tion and integration of product data and pro-
cesses).

Along with international official organiza-
tions in the field of digital production, there 
are a number of industrial consortia and alli-
ances that are becoming important partici-
pants in developing standards. Among them 
are the MTConnect, OPC Foundation and 
MESA. Standards developed by alliances 
may be submitted to the official international 
organizations for standardization. Some of 
them provide free access to their standards 
and technical information; for example, the 
OPC Foundation conducts its own certifi-
cation and testing [29]. With a significant 
number of players in the international scope, 
standards and norms alignment remains a key 
point [51].
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3. Russian perspectives  
in standardization  

of digital manufacturing

3.1. Factors and conditions  
of digitalization in Russia

The digital agenda in Russia is associated with 
significant socio-economic effects. By 2030 
digitalization may become the key driver of 
economic growth: from 2017 to 2030 the con-
tribution of sectoral digital transformation may 
account for as much as a 30% increase in GDP. 
The most significant effects related to digital 
technologies may be observed in the machine-
building and chemical industries, where pro-
duction efficiency will be about 5% due to the 
total factor productivity and the contribution 
of capital to value added [52]. 

The overall level of digital technologies use 
age varies widely across industries and enter-
prises. In recent years, large companies have 
introduced specialized software for functional 
fields, including management of finance 
operations, customer interaction, etc. Rus-
sian business considers digital technologies to 
be a source of strengthening market positions 
and gaining new opportunities in the long 
term [53]. However, the degree to which digi-
tal solutions are adopted in business remains 
low. From the sectoral perspective, manufac-
turing industry demonstrates a higher level of 
digitalization. Manufacturing firms rank first 
in electronic data interchange (72.3%), but 
they lag far behind the ICT sector in terms 
of cloud services use (23.2% versus 34.7%). 
In almost half of manufacturing enterprises 
(46%), the level of digitalization is considered 
to be low [54].

Large-scale digitalization in industry is con-
strained by the lack of domestic equipment and 
specialized software. Russian industrial com-
panies are not actively investing in domestic 
digital solutions and purchase predominantly 
foreign products and services. For example, the 
share of foreign robots, as well as smart control 
systems, is almost 100%, CNC systems – 65% 

[55]. Imported industrial software, including 
PLM, CAD, CAM, CAE, accounted for 88% 
in 2014 [56]. As part of the sectoral plans for 
import substitution, the share of foreign prod-
ucts should be reduced by 2020 (industrial 
robots to 69%, CNC systems – 20%, engineer-
ing software – 60%) [55, 56].

Nevertheless, Russia has the opportuni-
ties and resources for a transition to a digi-
tal economy. This includes a highly dynamic 
information technology market, the exist-
ence of public research and engineering cent-
ers, development of private research organi-
zations, availability of scientific schools, and 
a high level information and communica-
tion infrastructure. The greatest demand is 
expected in sectors with complex products 
and high modeling needs (aerospace, auto-
motive, shipbuilding); with large produc-
tion capacities (production of equipment and 
general purpose machinery, electrical equip-
ment), as well as transport engineering [57].

3.2. Government policy  
in the digital economy  

on the national  
and supranational levels

In Russia, goals related to digitalization are 
assigned a strategic priority and are set down 
in the Decree of the President of the Rus-
sian Federation No. 204 of 07.05.2018 “On 
national goals and strategic objectives for the 
development of the Russian Federation for the 
period up to 2024.”

The main initiative is the program entitled 
“The digital economy of the Russian Federa-
tion” adopted in 2017 and transformed into a 
national project in 2018. The program includes 
six Federal Projects in the areas of regulations 
governing the digital environment, informa-
tion infrastructure, information security, per-
sonnel for the digital economy, digital tech-
nologies and digital public administration. The 
activities of the national program are aimed 
inter alia at promoting the creation and imple-
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mentation of digital technologies in the eco-
nomic and social sectors. At the same time, 
the main measures for standardization are set 
down in the Federal project “Normative regu-
lation of the digital environment” [58].

Along with the federal programs, a number 
of ministerial projects are being developed, 
including on the digital industry managed by 
the Ministry of Industry and Trade. It also 
includes incentives for standardization and use 
of digital technologies [59]. 

A set of measures for industrial moderniza-
tion is also included in the National Techno-
logical Initiative (NTI) in the area of “Tech-
Net” and includes improvement of activities in 
the field of standardization and certification, 
the development of new approaches to stand-
ardization and the introduction of “factories of 
the future” standards [57].

The digital agenda including industry is one 
of the key measures to boost economic growth 
in the Eurasian Economic Union (EAEU). In 
accordance with the decision of the Supreme 
Eurasian Economic Council of October 11, 
2017 No 12 “On the main directions of the 
digital policy of the EAEU until 2025,” sec-
toral and cross-sectoral digital transformation 
are the main vectors for deepening economic 
cooperation in the EAEU. Technological 
modernization of production chains requires 
the creation of a single digital environment 
between national business and public author-
ities [60]. The Eurasian digital platform and 
its integration with the unified informa-
tion system of the EAEU will be a mecha-
nism to implement this. Deployment of digi-
tal platforms will facilitate efficient use of data 
throughout the value chain. Thus, the inte-
grated application of digital technologies in 
sectors opens opportunities for development 
of new business models. The positive eco-
nomic effect of the joint digital initiative can 
increase the total GDP of the participating 
countries by 11% by 2025. This figure is twice 
higher compared to implementation of digi-

tal initiatives separately [61]. In this regard, 
standardization is the precondition of digital-
ization projects. 

At the supranational level, as well as at the 
national level, it is necessary to remove legal 
barriers to the deployment of digital technolo-
gies, establish a common digital environment 
and agree on the basic terminology and con-
cepts related to the digital economy.

3.3. The Russian approach  
to standardization  

of digital manufacturing

National system  
of standardization

Standardization in Russia is now driven 
mostly by the government, which follows the 
third model described in this paper. Ross-
tandart and its technical committees play a 
key role in the standardization system. Along 
with Federal Projects implementation, the 
national standardization system will be mod-
ernized by computer models during the life-
cycle, sectoral initiatives like smart manu-
facturing, smart cities, machine-building 
industry upgrading, information security, 
etc. Taking into account global trends in alli-
ances and consortia, convergence of digital 
agendas and approaches to standardization 
within the EAEU is an important direction 
for strengthening Russia’s position in the 
area. This requires consolidation of method-
ological foundations of digital transforma-
tion and business involvement [62, 63].

Russian initiatives  
in the field  

of digital manufacturing  
and standardization

Within the framework of the national pro-
gram, standards are regarded as a mechanism 
to stimulate innovative activity of companies. 
In order to encourage business participation, 
development procedures of standardization 
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documents will be simplified. This will reduce 
costs to participate in the standardization 
processes [58]. However, to enlarge business 
initiatives it also important to create condi-
tions where standards will inevitably succeed 
both in external and in the internal markets. 
In other words, the role of standards within 
the country should be enlarged. 

For wide use of digital technologies deci-
sion-making based on the experiments with 
the digital environment, use of digital design 
and operational documentation, digital prod-
uct models should be approved. It is antici-
pated to develop standards in the field of the 
Internet of Things, cyber-physical systems, 
big data analysis, etc. [58]. At the beginning of 
2019, Rosstandart approved the first national 
standard of the Internet of Things entitled “A 
Protocol of wireless data transmission based 
on narrowband modulation of radio signal 
(NB-Fi).” This was developed by the Techni-
cal Committee 194 “Cyber-physical systems” 
[64].

In addition to the EAEU level, digitaliza-
tion issues are being discussed in the Intergov-
ernmental Technical Committee 22 “Infor-
mation technologies,” which operates within 

the framework of the Interstate Council for 
Standardization, Metrology and Certification 
of the CIS [65]. Given the fact that the Com-
mittee is a permanent body within the frame-
work of the ISO/IEC 1 joint committee, har-
monization of approaches at the level of the 
CIS is one of the possibilities to promote the 
Russian approach in digital manufacturing. 
The Russian standardization system in digi-
tal production is presented in Figure 3. Table 
2 lists the Russian technical committees (TC) 
involved in the development of technologies 
standards.

In 2014–2019, TC focused on new digital 
technologies were created in artificial intelli-
gence, cyber-physical systems, hardware and 
software distributed registry and blockchain 
technologies, robotics, additive manufactur-
ing and digital modeling. An important point 
is that the technical committee 194 operates 
on the international level. Along with the har-
monization of international standards, the 
TC develops national standards and promotes 
them in the ISO and IEC [66]. Russian system 
standardization also includes national profes-
sional consortia and associations, as well as 
development institutions (JSC RVC, etc.).

Table 2.
Russian technical committees (TC) involved  

in the development of digital technologies

No. of the TC Name of the TC and year of establishment

164 Artificial intelligence (2019) 

194 Cyber-physical systems (2017)

159 Hardware and software distributed registry and blockchain technologies (2017)

141 Robotics (2016)

182 Additive manufacturing (2015)

700 Mathematical modeling and high-performance computing technologies (2014)
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Russia’s cooperation  
with other countries  

in the field of digital manufacturing  
standardization and participation  

in international organizations

Currently, Russian business has not estab-
lished a national approach in digital manu-
facturing. To this end, it cooperates with Ger-
man industrial companies and implements 
their experience in advanced manufacturing 
technologies. The most obvious examples of 
cooperation fall within the automotive indus-
try, railway engineering, machine tool industry 
and some others. By the joint German–Rus-
sian GRID initiative, German business shares 
its experience and uses cases in digital trans-
formation of manufacturing. German busi-
ness also helps to engage in activities small and 
medium enterprises that are laggards in digi-
talization in comparison with large companies 
[67].

Russia also participates in the ISO and IEC 
activities focused on digital technologies. 
National representatives are members of the 
Smart Manufacturing Coordination Commit-
tee (SMCC), the joint ISO and IEC techni-
cal Committee and its subcommittees, ISO TC 
184. In the IEC Committee TC 65 “Measure-
ment, management and automation of pro-
duction processes” Russia acts as an observer 
country. 

4. Implications  
for Russia in the field  

of digital manufacturing  
standardization

Russian initiatives in transformation of pro-
duction industries through digital technolo-
gies are in line with global trends. It is antici-
pated to develop standards in such areas as the 
Internet of Things, cyber-physical systems, 
etc. At the same time, Russia has not fully 
established a national model of smart manu-
facturing digitalization: there is no standardi-
zation framework for digital transformation in 

sectors which will ensure compatibility of sys-
tems and consistency with particular sectoral 
needs. 

To date, the level of absorption of digital 
technologies in industry remains low, since 
enterprises use a traditional set of informa-
tion and communication solutions. To a large 
extent, this is due to the lack of domestic 
technologies and related standards govern-
ing their implementation and use. In order to 
change the situation, business must be incen-
tivized to create new solutions and further 
advocate them within the country and outside 
it. In turn, this requires an appropriate pol-
icy that will encourage companies to invest in 
digital solutions. A broad approach should be 
implemented, since integration of hardware 
and software (physical and digital compo-
nents) becomes essential for complex produc-
tion systems. 

The leading countries in smart manufactur-
ing are trying to ensure market dominance of 
their standards, references and models. Russia 
has a number of conditions for sectoral digital 
transformation, namely dynamically develop-
ing ICT: the value added growth of the ICT-
sector (2.8%) in 2017 was almost double the 
GDP growth (1.6%) [68]. It also includes the 
availability of digital products and services that 
can replace comparable foreign ones, highly 
qualified personnel in the field of information 
and communication technologies, as well as 
talented STEM (Science, Technology, Engi-
neering and Mathematics) graduates. In the 
framework of the national program “Digital 
economy of the Russian Federation,” a set of 
new measures of financial support for devel-
oping digital technologies is provided. With 
regard to standards, the program provides an 
impetus to upgrading the national standardiza-
tion system and could raise the role of stand-
ards in the overall innovation system.

Standardization in digital manufacturing 
contributes to modernization of the national 
standardization system and could significantly 
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increase the relevance of standards to the inno-
vation system. Use of standards as one of the 
tools to stimulate digital transformation of 
industry will require:

 development of a national model of digital 
manufacturing standardization; 

 coordination of measures related to stand-
ards development within the strategic and pro-
gram documents;

 launch and harmonization of sectoral digi-
talization projects;

 development of public-private mechanisms 
for implementing digital projects;

 closer cooperation of working groups of the 
national project “Digital economy of the Rus-
sian Federation,” the National Technology 
Initiative, industrial associations and unions, 
government agencies and other stakeholders;

 support for cooperation between technical 
committees, government agencies, businesses 
and the scientific community to overcome the 
fragmentary digitalization in sectors;

 alignment of mechanisms between the 
national model of digitalization and standardi-
zation with that at the EAEU level;

 exploration of the areas where interna-
tionally recognized standards are not currently 
developed in order to enhance its development.

Conclusion

The effectiveness of adopting and using dig-
ital technologies depends to a large extent 
on the availability of standards. The main 
approaches to standardization in digital man-
ufacturing revealed in this paper allowed us to 
identify mechanisms and directions to digitali-
zation. Standards in the digital era ensure tech-
nology transfer and interoperability of systems, 
including hardware and software elements. 

The efforts of the leading countries in the 
field of smart manufacturing are focused on 
standards and reference architectures in global 
market, expansion of bilateral and multilateral 

cooperation with partner countries concerning 
standardization issues of digital technologies, 
as well participating in relevant international 
organizations. 

The Russian digital agenda largely coincides 
with the international one, however business 
involvement is still insufficient. With regard 
to state support, Russia is close to the China 
model, where standards are a mechanism of 
structural transformation in industry. In this 
regard, the development of a common frame-
work for sectoral digitization is a key task of the 
policy. Its absence creates risks associated with 
dependence on foreign standards and solu-
tions. Creating a national approach facilitates 
not only the achievement of the goals set down 
in the national project “Digital economy of 
the Russian Federation,” but also provides an 
impetus to the innovation system and techno-
logical capabilities of Russian business in the 
EAEU and CIS. Russia is represented in all key 
organizations for standardization, but to pro-
mote Russian initiatives in digital manufactur-
ing at the international level, especially in the 
ISO and IEC, it is necessary to provide addi-
tional measures and strongly enhance business 
participation. 

Standards have always played a major role in 
industrial firms. With the rise of digital tech-
nologies, standardization patterns in manu-
facturing draw closer to the ICT. Therefore it 
could stimulate innovation performance by 
using diffusion mechanisms attributed to the 
ICT. This is particularly important for Russia, 
where low innovation activity hampers digitali-
zation. By implementing new measures of the 
National Project, standards become an impor-
tant channel for knowledge diffusion in indus-
try and more broadly for upgrading technology.

The results of the paper can be useful for pol-
icymakers responsible for digitalization and 
digital transformation in industries, as well as 
for companies and other interested in partici-
pating in the national digital agenda stakehold-
ers. 

INFORMATION  SYSTEMS  AND  TECHNOLOGIES  IN  BUSINESS



BUSINESS INFORMATICS   Vol. 13  No 3 – 2019

93

References

1.	 European Commission (2018) Re-Finding Industry Report from the High-Level Strategy Group on Industrial  
Technologies. Available at: https://ec.europa.eu/research/industrial_technologies/pdf/re_finding_industry_022018.
pdf (accessed 10 June 2019).

2.	 OECD (2017) The Next Production Revolution. Implications for Governments and Business. Available at: https://
espas.secure.europarl.europa.eu/orbis/sites/default/files/generated/document/en/9217031e.pdf  
(accessed 14 April 2019).

3.	 Ananyin V.I., Zimin K.V., Lugachev M.I, Gimranov R.D., Skripkin K.G. (2018) Digital organization:  
Transformation into the new reality. Business Informatics, no 2, pp. 45–54.

4.	 Park H., Kim H., Joo H., Song J. (2016) Recent advancements in the Internet-of-Things related standards:  
A oneM2M perspective. ICT Express, vol. 2, no 3, pp. 126–129.

5.	 Tokareva M.S., Vishnevskiy K.O., Chikhun L.P. (2018) The impact of the Internet of Things technologies on 
economy. Business Informatics, no 3, pp. 62–78.

6.	 Ghobakhloo M. (2018) The future of manufacturing industry: a strategic roadmap toward Industry 4.0.  
Manufacturing Technology Management, vol. 29, no 6, pp. 910–936. 

7.	 Strange R., Zucchella A. (2017) Industry 4.0, global value chains and international business. Multinational  
Business Review, vol. 25, no 3, pp. 174–184.

8.	 Akatkin Y.M., Karpov O.E., Konyavskiy V.A., Yasinovskaya E.D. (2017) Digital economy: Conceptual  
architecture of a digital economic sector ecosystem. Business Informatics, no 4, pp. 17–28.

9.	 Esmaeilian B., Behdad S., Wang B. (2016) The evolution and future of manufacturing: A review. Journal of 
Manufacturing Systems, no 39, pp. 79–100.

10.	 M ller J., Voigt K. (2018) Sustainable industrial value creation in SMEs: A comparison between  
Industry 4 and Made in China 2025. International Journal of Precision Engineering and Manufacturing-Green 
Technology, vol. 5, no 5, pp. 659–670.

11.	 Kagermann H., Anderl R., Gausemeier J., Schuh G., Wahlster W. (2016) Industrie 4.0 in a Global Context:  
Strategies for Cooperating with International Partners (Acatech STUDY). Munich: Herbert Utz Verlag.

12.	 Gilchrist A. (2016) Industry 4.0. Apress.

13.	 Szalavetz A. (2019) Industry 4.0 and capability development in manufacturing subsidiaries. Technological  
Forecasting and Social Change, vol. 145, pp. 384–395. 

14.	 Weyer S., Schmitt M., Ohmer M., Goreck D. (2015) Towards Industry 4.0 – Standardization as the crucial  
challenge for highly modular, multi-vendor production systems. IFAC-PapersOnLine, vol. 48, no 3, pp. 579–584.

15.	 Choi S., Jung C., Kulvatunyou B., Morris K.C. (2016) An analysis of technologies and standards for designing 
smart manufacturing systems. Journal of Research of the National Institute of Standards and Technology,  
vol. 121, pp. 422–433.

16.	 Wakke P., Blind K., De Vries H. (2015) Driving factors for service providers to participate in standardization: 
Insights from the Netherlands. Industry and Innovation, vol. 4, no 22, pp. 299–320. 

17.	 Blind K., Mangelsdorf A. (2016) Motives to standardize: Empirical evidence from Germany. Technovation,  
no 48–49, pp. 13–24. 

18.	 Narayanana V.K., Chen T. (2012) Research on technology standards: Accomplishment and challenges.  
Research Policy, no 41, pp. 1375–1406. 

19.	 Baron J., M ni re Y., Pohlmann T. (2014) Standards, consortia, and innovation. International Journal  
of Industrial Organization, no 36, pp. 22–35.

20.	 Zoo H., De Vries H., Lee H. (2017) Interplay of innovation and standardization: Exploring the relevance  
in developing countries. Technological Forecasting & Social Change, no 118, pp. 334–348. 

21.	 Wang Z., Zhang M., Sun H., Zhu G. (2016) Effects of standardization and innovation on mass customization: 
An empirical investigation. Technovation, no 48–49, pp. 79–86.

22.	 Foster C., Heeks R. (2013) Innovation and scaling of ICT for the bottom-of-the-pyramid. Journal  
of Information Technology, no 28, pp. 296–315.

23.	 Kim D.-h., Leeb H., Kwak J. (2017) Standards as a driving force that influences emerging technological  
trajectories in the converging world of the Internet and things: An investigation of the M2M/IoT patent network. 
Research Policy, no 46, pp. 1234–1254.

24.	 Shin D.-H., Kim H., Hwang J. (2015) Standardization revisited: A critical literature review on standards and 
innovation. Computer Standards & Interfaces, no 38, pp. 52–57. 

INFORMATION  SYSTEMS  AND  TECHNOLOGIES  IN  BUSINESS



BUSINESS INFORMATICS   Vol. 13  No 3 – 2019

94

25.	 Delcamp H., Leiponen A. (2013) Innovating standards through informal consortia: The case of wireless  
telecommunications. International Journal of Industrial Organization, no 36, pp. 36–47.

26.	 World Economic Forum (2018) Readiness for the Future of Production Report 2018. Available at:  
http://www3.weforum.org/docs/FOP_Readiness_Report_2018.pdf (accessed 10 June 2019).

27.	 United States Government (2018) Strategy for American leadership in advanced manufacturing. Available at: 
https://www.whitehouse.gov/wp-content/uploads/2018/10/Advanced-Manufacturing-Strategic-Plan-2018.pdf 
(accessed 10 June 2019).

28.	 ITIF (2018) Manufacturing digitalization: Extent of adoption and recommendations for increasing penetration in 
Korea and the U.S. Available at: http://www2.itif.org/2018-korean-manufacturing-digitalization.pdf  
(accessed 10 June 2019). 

29.	 ITIF (2018) Why manufacturing digitalization matters and how countries are supporting it. Available at:  
http://www2.itif.org/2018-manufacturing-digitalization.pdf (accessed 10 June 2019).

30.	 Ministry of Economy, Trade and Industry (2017) New industrial structure vision. Available at: http://www.meti.
go.jp/english/publications/pdf/vision_171222.pdf (accessed 10 June 2019).

31.	 Second European Standardization Expert in China (2018) Chinese Standards 2035, the standardization strategy 
research is kicked off. Available at: http://www.sesec.eu/24-05-2018-chinese-standards-2035-the- 
standardization-strategy-research-is-kicked-off/ (accessed 10 June 2019).

32.	 Mattauch W. (2017) Digitising European industries – Member states profile: Germany. Available at:  
https://ec.europa.eu/futurium/en/system/files/ged/de_country_analysis.pdf (accessed 10 June 2019).

33.	 Federal Ministry for Economic Affairs and Energy (2016) Digital Strategy 2025. Available at: https://www.
de.digital/DIGITAL/Redaktion/EN/Publikation/digital-strategy-2025.pdf?__blob=publicationFile&v=8  
(accessed 10 June 2019).

34.	 Standardization Administration of the P.R.C. (2017) Situation of Chinese intelligent manufacturing  
standardization & international cooperation suggestions. Available at: https://www.bmwi-registrierung.de/gpg20sc/
pdf/07.10.%20Presentation%20-%20Ms%20Hong%20Dai.pdf (accessed 10 June 2019).

35.	 DIN (2018) The Reference Architectural Model RAMI 4.0 and the Standardization Council as an element of success 
for Industry 4.0. Available at: https://www.din.de/blob/271306/340011c12b8592df728bee3815ef6ec2/06-smart-
manufacturing-jens-gayko-data.pdf (accessed 10 June 2019).

36.	 Kagermann H., Anderl R., Gausemeier J., Schuh G., Wahlster W. (Eds.) (2016) Acatech. Industrie 4.0 in a global 
context. Strategies for cooperating with international partners. Munich: Herbert Utz Verlag.

37.	 Export.Gov (2018) Korea – Manufacturing Technology – Smart Factory. Available at: https://www.export.gov/
article?id=Korea-Manufacturing-Technology-Smart-Factory (accessed 10 June 2019).

38.	 Ministry of Science and ICT (2018) Smart Korea Creative Economy. Available at: https://www.msit.go.kr/ 
SYNAP/skin/doc.html?fn=8a5c9cc0262b0da349d6d641227368a7&rs=/SYNAP/sn3hcv/result/201908/  
(accessed 10 June 2019).

39.	 IVI (2016) The Industrial Value Chain Initiative. A Japanese contribution to smart manufacturing. Available at: 
https://iv-i.org/en/docs/doc_160428_hannover.pdf (accessed 10 June 2019).

40.	 Ministry of Economy, Trade and Industry (2017) “Connected Industries” Tokyo Initiative 2017. Available at: 
http://www.meti.go.jp/english/press/2017/pdf/1002_004b.pdf (accessed 10 June 2019).

41.	 Second European Standardization Expert in China (2015) China Internet Plus Strategy. Available at:  
http://www.sesec.eu/app/uploads/2015/06/2015_05_SESECIII_Newsletter_April_2015_Annex02_China_ 
Internet_Plus_Strat....pdf (accessed 10 June 2019). 

42.	 DIN (2018) German Standardization Roadmap Industrie 4.0. Version 3. Available at: https://www.din.de/blob/65
354/57218767bd6da1927b181b9f2a0d5b39/roadmap-i4-0-e-data.pdf (accessed 14 January 2019).

43.	 IVI (2016) Industrial Value Chain Reference Architecture. Available at: https://iv-i.org/en/docs/Industrial_ 
Value_Chain_Reference_Architecture_170424.pdf (accessed 10 June 2019).

44.	 Park S. (2016) Development of innovative strategies for the Korean manufacturing industry by use of the  
Connected Smart Factory (CSF). Procedia Computer Science, Asan, Korea, 16–18 August 2016, no 91,  
pp. 744–750. Available at: https://core.ac.uk/download/pdf/82146226.pdf (accessed 10 June 2019).

45.	 Bundesministerium f r Wirtschaft und Energie (2018) Fortschrittsbericht 2018. Industrie 4.0 anwenden.  
Wegweisend. Praxisnah. Vernetzt. Available at: https://www.plattform-i40.de/I40/Redaktion/DE/Downloads/
Publikation/hm-2018-fortschrittsbericht.pdf?__blob=publicationFile&v=5 (accessed 10 June 2019).

46.	 Robot Revolution Initiative (2017) What’s RRI / WG1? – toward horizontal dynamic manufacturing. Available at: 
https://www.jmfrri.gr.jp/content/files/Open/2017/20170315_RRI_forCeBIT/RRI_for_CeBIT_IoT_panel.pdf 
(accessed 10 June 2019).

INFORMATION  SYSTEMS  AND  TECHNOLOGIES  IN  BUSINESS



BUSINESS INFORMATICS   Vol. 13  No 3 – 2019

95

47.	 Industrial Value Chain Initiative (2018) The Allianz Industrie 4.0 Baden-W rttemberg and the Industrial Value 
Chain Initiative Sign MoU. Available at: https://iv-i.org/wp/wp-content/uploads/2018/03/Allianz-I4.0-IVI-
MOU-press-release.pdf (accessed 10 June 2019).

48.	 Fraunhofer IOSB (2019) Smart Factory Web. Available at: https://www.iosb.fraunhofer.de/servlet/is/81769/  
(accessed 10 June 2019).

49.	 Plattform Industrie 4.0 (2018) Paris Declaration for Smart Manufacturing – by the Working Group  
“Standardization and Reference Architecture” of the Trilateral Cooperation, Digitizing European Industry. Available 
at: https://www.plattform-i40.de/I40/Redaktion/DE/Downloads/Publikation/wg3-trilaterale-coop.pdf?__
blob=publicationFile&v=6 (accessed 10 June 2019).

50.	 Industrial Internet Consortium (2017) The Industrial Internet Consortium and The Industrial Value Chain 
Initiative Sign MoU. Available at: https://www.iiconsortium.org/press-room/04-26-17.htm (accessed  
10 June 2019). 

51. Industrial Internet Consortium, Platform Industrie 4.0 (2017) Architecture Alignment and Interoperability 
 and Industrial Internet Consortium and Plattform Industrie 4.0 Joint Whitepaper. Available at:  
https://www.iiconsortium.org/pdf/JTG2_Whitepaper_final_20171205.pdf (accessed 10 June 2019).

52.	 HSE (2018) The contribution of digitalization to the growth of the Russian economy. Express-information on  
digital economy, no. 91 (8). Available at: https://issek.hse.ru/data/2018/07/04/1152915836/NTI_N_91_04072018. 
pdf (accessed 10 June 2019) (in Russian).

53.	 McKinsey (2017) Digital Russia: A new reality. Available at: http://www.tadviser.ru/images/c/c2/Digital- 
Russia-report.pdf (accessed 10 June 2019) (in Russian).

54.	 HSE (2018) Digitalization of business processes. Express-information on digital economy, no 98 (9). Available at: 
https://issek.hse.ru/data/2018/08/22/1154862864/NTI_N_98_22082018.pdf (accessed 10 June 2019) (in Russian).

55.	 Ministry of Industry and Trade of the Russian Federation (2017) Action plan for import substitution in the  
machine tool industry of the Russian Federation. Order of the Ministry of Industry and Trade of the Russian  
Federation, no 4358, 12 December 2017. Available at: https://gisp.gov.ru/plan-import-change/8679776/#popdoc  
(accessed 10 June 2019) (in Russian).

56.	 Ministry of Digital Development, Communications and Mass Media of the Russian Federation (2015) 
On approval of the import substitution plan]. Order of the Ministry of Digital Development, Communications and 
Mass Media of the Russian Federation, no 96, 01 April 2015. Available at: http://minsvyaz.ru/uploaded/files/
prikaz-ot-01-04-2015--96.pdf (accessed 10 June 2019) (in Russian).

57.	 NTI (2018) Action plan (“roadmap”) “Teсhnet” (advanced manufacturing technology) of the National technology 
initiative. Approved by the Presidium of the Council for economic modernization and innovative development 
of Russia, protocol no 1, 14 February 2017]. Available at: http://www.nti2035.ru/docs/%D0%94%D0%9A%20
%D0%A2%D0%B5%D1%85%D0%BD%D0%B5%D1%82%20-%20%D0%BF%D1%80%D0%B8%D0%B
B%D0%BE%D0%B6%D0%B5%D0%BD%D0%B8%D0%B5%20%D0%BA%20%D0%BF%D1%80%D0
%BE%D1%82%D0%BE%D0%BA%D0%BE%D0%BB%D1%83%20%D0%B7%D0%B0%D1%81%D0%B
5%D0%B4%D0%B0%D0%BD%D0%B8%D1%8F%20%D0%BF%D1%80%D0%B5%D0%B7%D0%B8%
D0%B4%D0%B8%D1%83%D0%BC%D0%B0%20%D0%A1%D0%BE%D0%B2%D0%B5%D1%82%D0
%B0.pdf (accessed 10 June 2019) (in Russian).

58.	 The Government of Russia (2018) The National program “Digital economy of the Russian Federation”.  
Available at: http://static.government.ru/media/files/urKHm0gTPPnzJlaKw3M5cNLo6gczMkPF.pdf  
(accessed 11.06.2019).

59.	 Comnews (2019) The Ministry of Industry and Trade outlined the contour of “Digital industry”. Available at: 
https://www.comnews.ru/content/119733/2019-05-23/minpromtorg-ochertil-kontur-cifrovoy- 
promyshlennosti (accessed 10 June 2019) (in Russian).

60.	 The World Bank (2017) The Digital agenda of the Eurasian economic Union until 2025: Outlook and  
recommendations. Available at: http://www.eurasiancommission.org/ru/act/dmi/SiteAssets/%D0%9E%D0%B1
%D0%B7%D0%BE%D1%80%20%D0%92%D0%91.pdf (accessed 10 June 2019) (in Russian).

61.	 EAEU (2017) About the main directions of implementation of the digital agenda of the Eurasian Economic Union 
till 2025. Available at: http://www.eurasiancommission.org/ru/act/dmi/workgroup/Documents/%D0%9E%
D1%81%D0%BD%D0%BE%D0%B2%D0%BD%D1%8B%D0%B5%20%D0%B4%D0%BE%D0%BA
%D1%83%D0%BC%D0%B5%D0%BD%D1%82%D1%8B/%D0%A0%D0%B5%D1%88%D0%B5%D0
%BD%D0%B8%D0%B5%20%D0%92%D0%95%D0%AD%D0%A1%20%E2%84%9612_%D0%9E%D1%
81%D0%BD%D0%BE%D0%B2%D0%BD%D1%8B%D0%B5%20%D0%BD%D0%B0%D0%BF%D1%80
%D0%B0%D0%B2%D0%BB%D0%B5%D0%BD%D0%B8%D1%8F%20%D1%80%D0%B5%D0%B0%D
0%BB%D0%B8%D0%B7%D0%B0%D1%86%D0%B8%D0%B8%20%D1%86%D0%B8%D1%84%D1%80
%D0%BE%D0%B2%D0%BE%D0%B9%20%D0%BF%D0%BE%D0%B2%D0%B5%D1%81%D1%82%D
0%BA%D0%B8%20%D0%95%D0%90%D0%AD%D0%A1.pdf (accessed 10 June 2019) (in Russian).

INFORMATION  SYSTEMS  AND  TECHNOLOGIES  IN  BUSINESS

http://www.nti2035.ru/docs/%D0%94%D0%9A%20%D0%A2%D0%B5%D1%85%D0%BD%D0%B5%D1%82%20-%20%D0%BF%D1%80%D0%B8%D0%BB%D0%BE%D0%B6%D0%B5%D0%BD%D0%B8%D0%B5%20%D0%BA%20%D0%BF%D1%80%D0%BE%D1%82%D0%BE%D0%BA%D0%BE%D0%BB%D1%83%20%D0%B7%D0%B0%D1%81%D0%B5%D0%B4%D0%B0%D0%BD%D0%B8%D1%8F%20%D0%BF%D1%80%D0%B5%D0%B7%D0%B8%D0%B4%D0%B8%D1%83%D0%BC%D0%B0%20%D0%A1%D0%BE%D0%B2%D0%B5%D1%82%D0%B0.pdf
http://www.nti2035.ru/docs/%D0%94%D0%9A%20%D0%A2%D0%B5%D1%85%D0%BD%D0%B5%D1%82%20-%20%D0%BF%D1%80%D0%B8%D0%BB%D0%BE%D0%B6%D0%B5%D0%BD%D0%B8%D0%B5%20%D0%BA%20%D0%BF%D1%80%D0%BE%D1%82%D0%BE%D0%BA%D0%BE%D0%BB%D1%83%20%D0%B7%D0%B0%D1%81%D0%B5%D0%B4%D0%B0%D0%BD%D0%B8%D1%8F%20%D0%BF%D1%80%D0%B5%D0%B7%D0%B8%D0%B4%D0%B8%D1%83%D0%BC%D0%B0%20%D0%A1%D0%BE%D0%B2%D0%B5%D1%82%D0%B0.pdf
http://www.nti2035.ru/docs/%D0%94%D0%9A%20%D0%A2%D0%B5%D1%85%D0%BD%D0%B5%D1%82%20-%20%D0%BF%D1%80%D0%B8%D0%BB%D0%BE%D0%B6%D0%B5%D0%BD%D0%B8%D0%B5%20%D0%BA%20%D0%BF%D1%80%D0%BE%D1%82%D0%BE%D0%BA%D0%BE%D0%BB%D1%83%20%D0%B7%D0%B0%D1%81%D0%B5%D0%B4%D0%B0%D0%BD%D0%B8%D1%8F%20%D0%BF%D1%80%D0%B5%D0%B7%D0%B8%D0%B4%D0%B8%D1%83%D0%BC%D0%B0%20%D0%A1%D0%BE%D0%B2%D0%B5%D1%82%D0%B0.pdf
http://www.nti2035.ru/docs/%D0%94%D0%9A%20%D0%A2%D0%B5%D1%85%D0%BD%D0%B5%D1%82%20-%20%D0%BF%D1%80%D0%B8%D0%BB%D0%BE%D0%B6%D0%B5%D0%BD%D0%B8%D0%B5%20%D0%BA%20%D0%BF%D1%80%D0%BE%D1%82%D0%BE%D0%BA%D0%BE%D0%BB%D1%83%20%D0%B7%D0%B0%D1%81%D0%B5%D0%B4%D0%B0%D0%BD%D0%B8%D1%8F%20%D0%BF%D1%80%D0%B5%D0%B7%D0%B8%D0%B4%D0%B8%D1%83%D0%BC%D0%B0%20%D0%A1%D0%BE%D0%B2%D0%B5%D1%82%D0%B0.pdf
http://www.nti2035.ru/docs/%D0%94%D0%9A%20%D0%A2%D0%B5%D1%85%D0%BD%D0%B5%D1%82%20-%20%D0%BF%D1%80%D0%B8%D0%BB%D0%BE%D0%B6%D0%B5%D0%BD%D0%B8%D0%B5%20%D0%BA%20%D0%BF%D1%80%D0%BE%D1%82%D0%BE%D0%BA%D0%BE%D0%BB%D1%83%20%D0%B7%D0%B0%D1%81%D0%B5%D0%B4%D0%B0%D0%BD%D0%B8%D1%8F%20%D0%BF%D1%80%D0%B5%D0%B7%D0%B8%D0%B4%D0%B8%D1%83%D0%BC%D0%B0%20%D0%A1%D0%BE%D0%B2%D0%B5%D1%82%D0%B0.pdf
http://www.nti2035.ru/docs/%D0%94%D0%9A%20%D0%A2%D0%B5%D1%85%D0%BD%D0%B5%D1%82%20-%20%D0%BF%D1%80%D0%B8%D0%BB%D0%BE%D0%B6%D0%B5%D0%BD%D0%B8%D0%B5%20%D0%BA%20%D0%BF%D1%80%D0%BE%D1%82%D0%BE%D0%BA%D0%BE%D0%BB%D1%83%20%D0%B7%D0%B0%D1%81%D0%B5%D0%B4%D0%B0%D0%BD%D0%B8%D1%8F%20%D0%BF%D1%80%D0%B5%D0%B7%D0%B8%D0%B4%D0%B8%D1%83%D0%BC%D0%B0%20%D0%A1%D0%BE%D0%B2%D0%B5%D1%82%D0%B0.pdf
http://www.nti2035.ru/docs/%D0%94%D0%9A%20%D0%A2%D0%B5%D1%85%D0%BD%D0%B5%D1%82%20-%20%D0%BF%D1%80%D0%B8%D0%BB%D0%BE%D0%B6%D0%B5%D0%BD%D0%B8%D0%B5%20%D0%BA%20%D0%BF%D1%80%D0%BE%D1%82%D0%BE%D0%BA%D0%BE%D0%BB%D1%83%20%D0%B7%D0%B0%D1%81%D0%B5%D0%B4%D0%B0%D0%BD%D0%B8%D1%8F%20%D0%BF%D1%80%D0%B5%D0%B7%D0%B8%D0%B4%D0%B8%D1%83%D0%BC%D0%B0%20%D0%A1%D0%BE%D0%B2%D0%B5%D1%82%D0%B0.pdf
http://www.eurasiancommission.org/ru/act/dmi/workgroup/Documents/%D0%9E%D1%81%D0%BD%D0%BE%D0%B2%D0%BD%D1%8B%D0%B5%20%D0%B4%D0%BE%D0%BA%D1%83%D0%BC%D0%B5%D0%BD%D1%82%D1%8B/%D0%A0%D0%B5%D1%88%D0%B5%D0%BD%D0%B8%D0%B5%20%D0%92%D0%95%D0%AD%D0%A1%20%E2%84%9612_%D0%9E%D1%81%D0%BD%D0%BE%D0%B2%D0%BD%D1%8B%D0%B5%20%D0%BD%D0%B0%D0%BF%D1%80%D0%B0%D0%B2%D0%BB%D0%B5%D0%BD%D0%B8%D1%8F%20%D1%80%D0%B5%D0%B0%D0%BB%D0%B8%D0%B7%D0%B0%D1%86%D0%B8%D0%B8%20%D1%86%D0%B8%D1%84%D1%80%D0%BE%D0%B2%D0%BE%D0%B9%20%D0%BF%D0%BE%D0%B2%D0%B5%D1%81%D1%82%D0%BA%D0%B8%20%D0%95%D0%90%D0%AD%D0%A1.pdf
http://www.eurasiancommission.org/ru/act/dmi/workgroup/Documents/%D0%9E%D1%81%D0%BD%D0%BE%D0%B2%D0%BD%D1%8B%D0%B5%20%D0%B4%D0%BE%D0%BA%D1%83%D0%BC%D0%B5%D0%BD%D1%82%D1%8B/%D0%A0%D0%B5%D1%88%D0%B5%D0%BD%D0%B8%D0%B5%20%D0%92%D0%95%D0%AD%D0%A1%20%E2%84%9612_%D0%9E%D1%81%D0%BD%D0%BE%D0%B2%D0%BD%D1%8B%D0%B5%20%D0%BD%D0%B0%D0%BF%D1%80%D0%B0%D0%B2%D0%BB%D0%B5%D0%BD%D0%B8%D1%8F%20%D1%80%D0%B5%D0%B0%D0%BB%D0%B8%D0%B7%D0%B0%D1%86%D0%B8%D0%B8%20%D1%86%D0%B8%D1%84%D1%80%D0%BE%D0%B2%D0%BE%D0%B9%20%D0%BF%D0%BE%D0%B2%D0%B5%D1%81%D1%82%D0%BA%D0%B8%20%D0%95%D0%90%D0%AD%D0%A1.pdf
http://www.eurasiancommission.org/ru/act/dmi/workgroup/Documents/%D0%9E%D1%81%D0%BD%D0%BE%D0%B2%D0%BD%D1%8B%D0%B5%20%D0%B4%D0%BE%D0%BA%D1%83%D0%BC%D0%B5%D0%BD%D1%82%D1%8B/%D0%A0%D0%B5%D1%88%D0%B5%D0%BD%D0%B8%D0%B5%20%D0%92%D0%95%D0%AD%D0%A1%20%E2%84%9612_%D0%9E%D1%81%D0%BD%D0%BE%D0%B2%D0%BD%D1%8B%D0%B5%20%D0%BD%D0%B0%D0%BF%D1%80%D0%B0%D0%B2%D0%BB%D0%B5%D0%BD%D0%B8%D1%8F%20%D1%80%D0%B5%D0%B0%D0%BB%D0%B8%D0%B7%D0%B0%D1%86%D0%B8%D0%B8%20%D1%86%D0%B8%D1%84%D1%80%D0%BE%D0%B2%D0%BE%D0%B9%20%D0%BF%D0%BE%D0%B2%D0%B5%D1%81%D1%82%D0%BA%D0%B8%20%D0%95%D0%90%D0%AD%D0%A1.pdf
http://www.eurasiancommission.org/ru/act/dmi/workgroup/Documents/%D0%9E%D1%81%D0%BD%D0%BE%D0%B2%D0%BD%D1%8B%D0%B5%20%D0%B4%D0%BE%D0%BA%D1%83%D0%BC%D0%B5%D0%BD%D1%82%D1%8B/%D0%A0%D0%B5%D1%88%D0%B5%D0%BD%D0%B8%D0%B5%20%D0%92%D0%95%D0%AD%D0%A1%20%E2%84%9612_%D0%9E%D1%81%D0%BD%D0%BE%D0%B2%D0%BD%D1%8B%D0%B5%20%D0%BD%D0%B0%D0%BF%D1%80%D0%B0%D0%B2%D0%BB%D0%B5%D0%BD%D0%B8%D1%8F%20%D1%80%D0%B5%D0%B0%D0%BB%D0%B8%D0%B7%D0%B0%D1%86%D0%B8%D0%B8%20%D1%86%D0%B8%D1%84%D1%80%D0%BE%D0%B2%D0%BE%D0%B9%20%D0%BF%D0%BE%D0%B2%D0%B5%D1%81%D1%82%D0%BA%D0%B8%20%D0%95%D0%90%D0%AD%D0%A1.pdf
http://www.eurasiancommission.org/ru/act/dmi/workgroup/Documents/%D0%9E%D1%81%D0%BD%D0%BE%D0%B2%D0%BD%D1%8B%D0%B5%20%D0%B4%D0%BE%D0%BA%D1%83%D0%BC%D0%B5%D0%BD%D1%82%D1%8B/%D0%A0%D0%B5%D1%88%D0%B5%D0%BD%D0%B8%D0%B5%20%D0%92%D0%95%D0%AD%D0%A1%20%E2%84%9612_%D0%9E%D1%81%D0%BD%D0%BE%D0%B2%D0%BD%D1%8B%D0%B5%20%D0%BD%D0%B0%D0%BF%D1%80%D0%B0%D0%B2%D0%BB%D0%B5%D0%BD%D0%B8%D1%8F%20%D1%80%D0%B5%D0%B0%D0%BB%D0%B8%D0%B7%D0%B0%D1%86%D0%B8%D0%B8%20%D1%86%D0%B8%D1%84%D1%80%D0%BE%D0%B2%D0%BE%D0%B9%20%D0%BF%D0%BE%D0%B2%D0%B5%D1%81%D1%82%D0%BA%D0%B8%20%D0%95%D0%90%D0%AD%D0%A1.pdf
http://www.eurasiancommission.org/ru/act/dmi/workgroup/Documents/%D0%9E%D1%81%D0%BD%D0%BE%D0%B2%D0%BD%D1%8B%D0%B5%20%D0%B4%D0%BE%D0%BA%D1%83%D0%BC%D0%B5%D0%BD%D1%82%D1%8B/%D0%A0%D0%B5%D1%88%D0%B5%D0%BD%D0%B8%D0%B5%20%D0%92%D0%95%D0%AD%D0%A1%20%E2%84%9612_%D0%9E%D1%81%D0%BD%D0%BE%D0%B2%D0%BD%D1%8B%D0%B5%20%D0%BD%D0%B0%D0%BF%D1%80%D0%B0%D0%B2%D0%BB%D0%B5%D0%BD%D0%B8%D1%8F%20%D1%80%D0%B5%D0%B0%D0%BB%D0%B8%D0%B7%D0%B0%D1%86%D0%B8%D0%B8%20%D1%86%D0%B8%D1%84%D1%80%D0%BE%D0%B2%D0%BE%D0%B9%20%D0%BF%D0%BE%D0%B2%D0%B5%D1%81%D1%82%D0%BA%D0%B8%20%D0%95%D0%90%D0%AD%D0%A1.pdf
http://www.eurasiancommission.org/ru/act/dmi/workgroup/Documents/%D0%9E%D1%81%D0%BD%D0%BE%D0%B2%D0%BD%D1%8B%D0%B5%20%D0%B4%D0%BE%D0%BA%D1%83%D0%BC%D0%B5%D0%BD%D1%82%D1%8B/%D0%A0%D0%B5%D1%88%D0%B5%D0%BD%D0%B8%D0%B5%20%D0%92%D0%95%D0%AD%D0%A1%20%E2%84%9612_%D0%9E%D1%81%D0%BD%D0%BE%D0%B2%D0%BD%D1%8B%D0%B5%20%D0%BD%D0%B0%D0%BF%D1%80%D0%B0%D0%B2%D0%BB%D0%B5%D0%BD%D0%B8%D1%8F%20%D1%80%D0%B5%D0%B0%D0%BB%D0%B8%D0%B7%D0%B0%D1%86%D0%B8%D0%B8%20%D1%86%D0%B8%D1%84%D1%80%D0%BE%D0%B2%D0%BE%D0%B9%20%D0%BF%D0%BE%D0%B2%D0%B5%D1%81%D1%82%D0%BA%D0%B8%20%D0%95%D0%90%D0%AD%D0%A1.pdf
http://www.eurasiancommission.org/ru/act/dmi/workgroup/Documents/%D0%9E%D1%81%D0%BD%D0%BE%D0%B2%D0%BD%D1%8B%D0%B5%20%D0%B4%D0%BE%D0%BA%D1%83%D0%BC%D0%B5%D0%BD%D1%82%D1%8B/%D0%A0%D0%B5%D1%88%D0%B5%D0%BD%D0%B8%D0%B5%20%D0%92%D0%95%D0%AD%D0%A1%20%E2%84%9612_%D0%9E%D1%81%D0%BD%D0%BE%D0%B2%D0%BD%D1%8B%D0%B5%20%D0%BD%D0%B0%D0%BF%D1%80%D0%B0%D0%B2%D0%BB%D0%B5%D0%BD%D0%B8%D1%8F%20%D1%80%D0%B5%D0%B0%D0%BB%D0%B8%D0%B7%D0%B0%D1%86%D0%B8%D0%B8%20%D1%86%D0%B8%D1%84%D1%80%D0%BE%D0%B2%D0%BE%D0%B9%20%D0%BF%D0%BE%D0%B2%D0%B5%D1%81%D1%82%D0%BA%D0%B8%20%D0%95%D0%90%D0%AD%D0%A1.pdf
http://www.eurasiancommission.org/ru/act/dmi/workgroup/Documents/%D0%9E%D1%81%D0%BD%D0%BE%D0%B2%D0%BD%D1%8B%D0%B5%20%D0%B4%D0%BE%D0%BA%D1%83%D0%BC%D0%B5%D0%BD%D1%82%D1%8B/%D0%A0%D0%B5%D1%88%D0%B5%D0%BD%D0%B8%D0%B5%20%D0%92%D0%95%D0%AD%D0%A1%20%E2%84%9612_%D0%9E%D1%81%D0%BD%D0%BE%D0%B2%D0%BD%D1%8B%D0%B5%20%D0%BD%D0%B0%D0%BF%D1%80%D0%B0%D0%B2%D0%BB%D0%B5%D0%BD%D0%B8%D1%8F%20%D1%80%D0%B5%D0%B0%D0%BB%D0%B8%D0%B7%D0%B0%D1%86%D0%B8%D0%B8%20%D1%86%D0%B8%D1%84%D1%80%D0%BE%D0%B2%D0%BE%D0%B9%20%D0%BF%D0%BE%D0%B2%D0%B5%D1%81%D1%82%D0%BA%D0%B8%20%D0%95%D0%90%D0%AD%D0%A1.pdf


BUSINESS INFORMATICS   Vol. 13  No 3 – 2019

96

62.	 The Government of Russia (2019) On management system of implementation of the national program  
“Digital economy of the Russian Federation”. Resolution no 234, 2 March 2019. Available at:  
http://government.ru/docs/35964/ (accessed 10 June 2019) (in Russian).

63.	 Aviation Union (2018) Draft of “The development concept of the national standardization system up to 2027”.  
Available at: http://www.aviationunion.ru/Files/Cogc_razv_19032018.pdf (accessed 10 June 2019) (in Russian).

64.	 The Government of Russia (2018) Action plan (“road map”) to improve legislation and eliminate administrative  
barriers in order to ensure the implementation of the National Technology Initiative in the field of “TechNet”  
(advanced production technologies). Available at: http://www.rvc.ru/upload/doc/NDK_technet.pdf (accessed 
10.06.2019) (in Russian).

65.	 Euro-Asian Council for Standardization, Metrology and Certification (2018) Euro-Asian Council for  
Standardization. Information about Interstate Technical Committee 22. Available at: http://www.mgs.gost.ru/TKS
UGGEST/%D0%9C%D0%A2%D0%9A2014.nsf/84eb0d5919ea20bac325653100289c4a/f26ec86e4be3c56143
25801e00504d7e?OpenDocument (accessed 10 June 2019) (in Russian).

66.	 Rosstandart (2019) Technical Committee 194. Available at: http://webportalsrv.gost.ru/portal/TKSUGGEST/
TK2006.nsf/84eb0d5919ea20bac325653100289c4a/112ceb451b548663432580f900394dfd?OpenDocument  
(accessed 10 June 2019) (in Russian_.

67.	 Germany Trade & Invest (2018) Deutschland und Russland kooperieren bei Industrie 4.0 Nachholbedarf  
bei Automatisierung der Produktion bietet Gesch ftschancen. Available at: https://www.gtai.de/GTAI/ 
Navigation/DE/Trade/Maerkte/suche,t=deutschland-und-russland kooperieren-bei-industrie-40, 
did=1905828.html (accessed 10 June 2019). 

68.	 HSE (2018) ICT sector in Russia. Express-information on digital economy, no 110 (10). Available at: https:// 
issek.hse.ru/data/2018/11/14/1141212573/NTI_N_110_14112018.pdf (accessed 10 June 2019) (in Russian).

About the authors

Yulia V. Turovets
Expert, Digital Economics Center; Research Assistant, 
Research Laboratory for Science and Technology Studies,  
Institute for Statistical Studies and Economics of Knowledge,  
National Research University Higher School of Economics,  
20, Myasnitskaya Street, Moscow 101000, Russia;

E-mail: yturovecz@hse.ru

ORCID: 0000-0002-6336-1255

Konstantin O. Vishnevskiy
Cand. Sci. (Econ.), Associate Professor;  

Director, Digital Economics Center; Senior Research Fellow,  
Research Laboratory for Science and Technology Studies,  
Institute for Statistical Studies and Economics of Knowledge,  
National Research University Higher School of Economics,  
20, Myasnitskaya Street, Moscow 101000, Russia;

E-mail: kvishnevsky@hse.ru

ORCID: 0000-0003-3621-0504

INFORMATION  SYSTEMS  AND  TECHNOLOGIES  IN  BUSINESS


	_GoBack

