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Abstract

This article deals with the application of transfer learning methods and domain adaptation in a 
recurrent neural network based on the long short-term memory architecture (LSTM) to improve the 
efficiency of management decisions and state economic policy. Review of existing approaches in this 
area allows us to draw a conclusion about the need to solve a number of practical issues of improving 
the quality of predictive analytics for preparing forecasts of the development of socio-economic 
systems. In particular, in the context of applying machine learning algorithms, one of the problems is 
the limited number of marked data. The authors have implemented training of the original recurrent 
neural network on synthetic data obtained as a result of simulation, followed by transfer training and 
domain adaptation. To achieve this goal, a simulation model was developed by combining notations 
of system dynamics with agent-based modeling in the AnyLogic system, which allows us to investigate 
the influence of a combination of factors on the key parameters of the efficiency of the socio-economic 
system. The original LSTM training was realized with the help of TensorFlow, an open source software 
library for machine learning. The suggested approach makes it possible to expand the possibilities 
of complex application of simulation methods for building a neural network in order to justify the 
parameters of the development of the socio-economic system and allows us to get information about 
its future state.
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socio-economic development of regions.
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Introduction

Management of the development 
of social and economic systems is 
mainly based on documents con-

taining the planned values of indicators on a 
particular topic (strategy, concept, forecast, 
etc.). To date, the management of the region is 
carried out through monitoring by adjusting the 
planned values in accordance with those actu-
ally achieved [1]. This means that the basis for 
future development for the most part lies in the 
indicators of past periods obtained with a signif-
icant delay, if we take into account the real situ-
ation with the publication of official statistics. 
In this regard, the development of tools to jus-
tify the values of forecast economic parameters, 
which allows us to achieve planned control fig-
ures with a high degree of reliability, is an impor-
tant scientific task. This task ultimately acts as 
an objective condition for the implementation 
of an effective economic policy.

The basis of the whole set of methods of 
socio-economic forecasting is tradition-
ally made up of statistical methods used to 
build appropriate models of time series [2, 
3]. Among the most common methods for 
analyzing time series are the following [4]: 
regression forecasting models (multiple and 
non-linear regression), exponential smooth-
ing (ES) models, maximum similarity sam-
pling model (MMSP), the Markov chains 
model, the Markov chains model on classifi-
cation and regression trees (CART), a model 
based on the genetic algorithm (GA), a model 
on support vectors (SVM). The widest and 
most applicable of the classes of models are 
autoregressive forecasting models (ARIMAX, 
GARCH, ARDLM).

Recently, deep machine learning methods, 
whose quality metrics are much better than 
classical methods, have proven their effective-
ness. However, the use of such models requires 
a huge amount of tagged data, which in real 
conditions it is not always possible to obtain. 

At the same time, when forecasting most of 
the indicators characterizing socio-economic 
systems and processes, statistical data are 
used for one decade and, in the best case, by 
month. In other words, there are only a hun-
dred marked entries at the input. The problem 
could be solved in one way or another if teach-
ing without a teacher was applied, which, 
unfortunately, at this stage of development 
of serial computer systems cannot be imple-
mented in practice.

To solve this problem, we proposed to use a 
recurrent neural network built on the architec-
ture of long short-term memory (LSTM) and 
trained on synthetic data obtained as a result 
of simulation with subsequent transfer learn-
ing (transfer learning) and domain adaptation 
(domain adaptation). By having real statistics 
for several decades, this will allow us, with a 
high degree of accuracy, to predict the values 
of economic parameters taking into account 
modern development vectors. Decision sup-
port systems based on these algorithms make 
it possible to most accurately justify economic 
plans and forecasts for the development of 
territories and ensure the achievement of stra-
tegic development guidelines.

1. Methods

1.1. Transfer learning and domain  
adaptation at LSTM

The main idea of transfer training is to solve 
the problem on the basis of “ready data” 
obtained as a result of solving similar prob-
lems. This means that you can first train a neu-
ral network on a large amount of data, and sub-
sequently retrain it on a specific target set. In 
this regard, there are two main advantages of 
using transfer training [5]:

 a significant reduction in time and costs 
in the context of using the appropriate infra-
structure for training, by training only a cer-
tain part of the final model;

MODELING OF SOCIAL AND ECONOMIC SYSTEMS
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  increasing the efficiency of the final 
model through the use of models trained on 
available data.

The results of this study are closely related 
to the second of these advantages, since in the 
predictive analysis of socio-economic systems 
this is a determining factor.

As the available data, synthetic data obtained 
as a result of simulation were used. Simulation 
is an experimental way to study reality using 
a computer model [6]. In simulation models, 
real economic processes are described as if 
they were actually happening [7]. Thus, simu-
lation models can be used to study real socio-
economic systems under the condition that 
economic objects and processes are replaced 
by a set of mathematical dependencies that 
determine what state the system will go from 
initially set [8].

The weights from the model trained on syn-
thetic data obtained as a result of simulation 
are transferred to a new model. For this, the 
authors used the TensorFlow open machine 
learning software library.

The methods of transfer training and domain 
adaptation, as a rule, depend on machine 
learning algorithms used to solve the tasks [9]. 
One of the most effective tools for predictive 

analytics of socio-economic systems is recur-
rent neural networks with long short-term 
memory (LSTM networks). In particular, 
models based on the LSTM architecture are 
very effective for forecasting the time series —  
one of the most common tasks in managing 
socio-economic systems [10]. It should be 
noted that this efficiency does not decrease 
when predicting several steps.

The basic architecture of the recurrence 
network, developed back in the 1980s, is built 
from nodes, each of which is connected to all 
other nodes. For training with a teacher with 
discrete time, data is supplied to the input 
nodes at each next step. In this case, other 
nodes (output and hidden) complete their 
activation and the output signals are pre-
pared for transmission to neurons of the next 
level [11]. Thus, a recurrent network with 
long-term memory allows use of information 
received in the past to solve current problems. 
In particular, it makes it possible to predict 
the values ​​of the time series, since it does not 
use the activation function inside its recurrent 
components, and the stored value does not 
blur in time (Figure 1) [12, 13]. 

The LSTM module has five main compo-
nents that allow it to simulate both long-term 
and short-term data [13]:

MODELING OF SOCIAL AND ECONOMIC SYSTEMS

Fig. 1. Architecture of LSTM [12, 13]
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                 	 (1)

where c
t
 – “state of the cell”, representing its 

internal memory, which stores both short-term 
and long-term information;

h
t
 – “hidden state”: such information about 

the output state, which is calculated by the cur-
rent input, the previous hidden state and the 
current input of the cell, which will be used to 
predict one or another time series. The latent 
state may decide to extract short-term or long-
term or both types of information from stored 
in (c

t 
);

i
t
 – “entrance gate”: determine the amount 

of information coming from the current input 
in (c

t 
);

f
t
 – “transitional gate”: determine the 

amount of information flowing from the cur-
rent and previous (c

t –1
) inputs to the current 

(c
t 
);

o
t
 – “exit gate”: determine the amount of 

information falling from the current (c
t 
) into 

a hidden state.

Suppose there is a well-functioning model 
for predictive time series analytics “Kaza-
kov_LSTM.h5” (the process of its training is 
presented in the next section of the article). 
Then, to view the parameters of this model, 

you can use the following instructions (Fig-
ure 2).

Thus, we obtain the following conclusion:

                  	 (2)

where W-matrices – matrices that transform 
the input data;

U-matrices – matrices that transform the 
previous hidden state into another internal 
value;

b-vectors – offset for each block;

V – a vector that determines what values to 
derive from the new internal state.

The concept of domain adaptation is closely 
related to transfer training. The essence of 
this adaptation is to train the model on data 
from the source domain so that it shows 
comparable quality on the target domain 
[14]. The source domain can be synthetic 
data that can simply be generated by running 
the corresponding simulation model, and 
the target domain is a time series that reflects 
the dynamics of certain key indicators of the 
socio-economic system. Then the task of 
domain adaptation is to train the model on 
synthetic data, which will work well with real 
objects.

Fig. 2. Listing “LSTM parameter output”
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The stage of domain adaptation is reduced 
to freezing weights in the “Kazakov_LSTM.
h5” model in their previously prepared state. 
Domain adaptation weights are trained on the 
target data set. For this purpose, in the model 
after LSTM we add fully connected (dense) 
layers.

1.2. System-dynamic 
 modeling of indicators  

of innovative development  
of socio-economic systems

In order to form a data set within the source 
domain, we will build a system-dynamic model 
that allows us to determine the parameters of 
the socio-economic system, in particular, to 
evaluate the values of the indicators of inno-
vative development of the regions. The main 
document setting strategic guidelines for state 
policy in the field of innovative development in 
order to counter modern global challenges and 
threats is the Innovation Development Strategy 
of the Russian Federation for the period until 
2020 [15]. The strategy therein determines the 
long-term development priorities of all subjects 
of innovation, and also sets a number of tar-
get indicators, which, in accordance with the 
installation of the Government of the country, 
should be taken into account when developing 
concepts and programs for the socio-economic 
development of Russia and its regions.

The strategy defines the values of target indi-
cators for 2020. At the same time, 2010 is fixed 
as the base year, and 2013 and 2016 are inter-
mediate control points. An analysis of the 
actual values of most of the target indicators for 
2016 revealed a general tendency to lag behind 
the planned level.

Since statistical services prepare analyti-
cal data for the reporting period with a signifi-
cant time lag, a serious problem is the fact that 
the state authorities responsible for the imple-
mentation of the Strategy are trying to develop 
managerial decisions, focusing on irrelevant 
performance results. It is extremely difficult to 

call such a process effective management.

In our opinion, the reverse movement will be 
the most effective approach when the value of 
a specific target indicator for a certain date is 
differentiated among the subjects of the federa-
tion and communicated to the regional author-
ities in advance, in the form of recommended 
forecast values. In this case, local government 
services will become direct participants in the 
process of implementing national strategic ini-
tiatives, including taking into account certain 
responsibilities for failure to achieve targets. In 
addition, it will be possible to manage on the 
basis of an up-to-date map reflecting the inno-
vative development of the long-term objectives 
of the Strategy by regions.

The main components of the system model, 
which allows us to determine the innovative 
development of the region in accordance with 
the state strategy, are strategic tasks in key areas. 
The relationship between the final indicator of 
innovative development and these components 
(subindexes) can be described as follows:

                             	 (3)

where  – -th subindex value;

 – number of subindexes;	

 – weight factor of the -th subindex.

Subindexes are summary indicators reflect-
ing the formation of primary indicators as part 
of the solution of a specific strategic task in pri-
ority areas of innovation. The number of pri-
mary indicators in directions varies from 2 to 
12, and each of them can be considered as an 
independent complex system-dynamic model. 
Consider the model for the formation of a 
first-order private indicator “Inventive Activ-
ity Coefficient,” which is determined in the 
framework of the priority strategic task “Inno-
vative Business.” Models of other indicators 
can be formed in a similar way and are not pre-
sented in the framework of this article due to 
the significant scale of the study.
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The system-dynamic model of the level 
of inventive activity is presented in Figure 3. 
The model is based on determining the ratio 
of the number of patent applications filed by 
domestic inventors to the total population. The 
number of patent applications developed and 
filed depends on the number of organizations 
engaged in research and development, the 
number of personnel involved in research and 
development, as well as the amount of inter-
nal expenses of organizations on research and 
development.

The corresponding mathematical model can 
be represented as follows:

	
(4) 

At the first consideration, the question arises 
of the appropriateness of using simulation 

to assess the level of inventive activity, since 
each of its components can be predicted (for 
example, within the framework of ARIMA 
or GARCH models that have proven them-
selves in the field of forecasting demographic 
and socio-economic indicators). In fact, the 
dependence of inventive activity on many indi-
cators is stochastic; moreover, in practice, for 
most of them it is not possible to collect a suf-
ficiently large set of values. Therefore, simula-
tion in this context is considered as a way to 
build a model of a socio-economic system that 
describes the complex behavior of objects and 
processes associated with innovation manage-
ment at the regional level. This model can be 
implemented any number of times. In this case, 
the results will be due to the random nature of 
the processes [16]. Using these results, one can 
obtain stable synthetic statistics on the level of 
inventive activity, which is subsequently used to 
train the neural network.

2. Experiment

2.1. Synthetic data  
generation using 

 a system-dynamic model

Simulation modeling was implemented using 
a set of mathematical tools and AnyLogic spe-
cial software, which allowed for targeted mod-
eling in the “simulation” mode of the indica-
tor under study, as well as optimization of some 
of its parameters [17]. In accordance with the 
results of a study conducted by a group of scien-
tists from Kazan Technical University [18], the 
reliability of the AnyLogic system was found to 
be satisfactory, and in the ranking of similar soft-
ware this system is among the top three.

The configuration settings of the model that 
graphically describes the user-posed problem 
in terms of the AnyLogic language are set using 
experiments. Discrete event modeling imple-
ments the possibility of approximating real 
processes by discrete events that consider the 
most important moments of the life of the sim-
ulated system [19].
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An experiment “Variation of parameters” 
was carried out in the AnyLogic system, the 
essence of which was the repeated launch of 
the constructed simulation model. For the 
experiment, a confidence probability of 0.95 
and an accuracy of 0.01 were determined. 
The number of model runs calculated by the 
Laplace function was 9604 [20]. Varying dif-
ferent parameter values, the model produced 
a label value ranging from 1.4725 to 2.1105. 
The mathematical expectation was 1.8114, 
and the dispersion of values ​​relative to the 
mathematical expectation was 0.1539, which 
is acceptable and allows us to conclude that 
the proposed simulation model was success-
fully validated. The results of the experiment 
are presented in Table 1.

Table 2 presents the synthetic data obtained 
as a result of the experiment “Variation of 
parameters” in the AnyLogic system and used 
to train the primary neural network.

The initial data set contains five functions, 
the change in time of which is presented in Fig-
ure 4.

The figure shows that all time series have the 
property of seasonality, but we will not take this 
factor into account explicitly in further train-
ing of the original network.

2.2. Source LSTM training  
and learning transfer

As noted above, the training of the initial 
LSTM is carried out on synthetic data obtained 
as a result of simulation. To do this, use the Ten-
sorFlow open source machine learning software 
library, which provides a good helper application 
programming interface (RNN API) for imple-
menting predictive time series models.

First of all, to complete the training process, we 
will load the synthetic data and standardize the 
data set using the mean () and std () functions.

Further, the task is reduced to predicting a mul-
tidimensional time series based on some provided 
history. We will create training and validation 
data and perform direct training of the original 
LSTM.

The multivariate_data function performs the 
window management task. It selects past obser-
vations based on a given step size (Figure 5). 
Next, we fix the weights of a pre-trained neural 
network (Figure 6). Then we create a composite 
neural network based on “Kazakov.h5” and com-
pile it (Figure 7).

To select the best neural network hyperparam-
eters, the Keras Tuner optimizer developed by 
the Google team and included in the Keras open 
library was used. RandomSearch was defined as 

Table 1.
Results of the “Variation of Parameters” experiment  

of a system-dynamic model of the level  
of inventive activity in the AnyLogic system

Name population patent corp_research person_ research coeff_inv_activity

Parameter  
Change [135600…154235] [21627…30732] [3317…4384] [672493…932115] [1.4725…2.1105]

Expected  
value 144705.3752 26204.7906 3782.2631 778989.9941 1.8114

Dispersion 6347086.0729 4467795.1931 46155.5052 3873708843 0.0237

Standard  
deviation 2519.3424 2113.7160 214.8383 62239.1263 0.1539
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Fig. 5. Listing “Training the original LSTM”

Fig. 4. The change in time of the original functions
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Table 2.
Synthetic data for training the original neural network

No 
Signs Mark

population patent corp_research person_ research coeff_inv_activity

1 146890 28688 4099 887729 1.950000

2 146841 28362 4098 887553 1.931477

3 146792 28036 4097 887377 1.909913

4 146743 27710 4096 887201 1.888335

5 146694 27384 4095 887025 1.886743

… … … … … …

9601 143267 24072 3604 732274 1.732500

9602 146545 29269 4175 738857 2.100000

9603 146804 26795 4032 722291 1.921500

9604 146880 22765 3944 707887 1.627500

the main type of Keras Tuner. Listing the best 
model with Keras Tuner is as follows (Figure 8). 

To create a neural network with enumeration of 
the basic values of hyperparameters, the follow-
ing function was used (Figure 9). 

For two fully connected layers, Keras Tuner 
defined relu, the rectifier, and adam, the stochas-
tic gradient descent method, based on an adaptive 
estimation of first and second order moments, as 
an activation function. The root mean square 
error (mse) is presented as a loss function, and 
the mean absolute error (mae) is used as a quality 
metric. In the last era of training, these parame-
ters took the values of 0.3995 and 0.1739, respec-
tively.

Thus, two fully connected layers were added for 
the implementation of domain adaptation based 
on actual data obtained from official statistics and 
presented in Table 3.

It is assumed that the prediction of the dynam-

ics of inventive activity will be carried out by one 
step, so one neuron will remain at the output of 
the last layer of the network.

3. Discussion of the results

The developed simulation model of the 
dynamics of inventive activity allows you to cre-
ate a potentially unlimited number of records 
for training the source network. The studied 
methods of transfer training and domain adap-
tation in LSTM allowed use of the pre-trained 
source network in the new mixed architecture. 
Thus, despite the available critically small set 
of evidence for training the neural network, it is 
possible to forecast economic indicators.

Using a trained neural network, we visualize 
the predicted values of the innovation activity 
coefficient for 2012 (based on data for the vali-
dation sample) and for 2018 (based on data for 
the test sample) (Figure 10).
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Fig. 8. Listing “Selection of neural network hyperparameters”

Fig. 6. Listing “Assigning weights from a pre-trained neural network”

Fig. 7. Listing “Creating the architecture of a composite neural network”

The data obtained for 2012 showed the value 

of the mark 1.91 with a value of 2.00 actually 

recorded during this period (Figure 10a). The 

inventive activity coefficient determined by the 

network for 2018 is 1.73 against the actual 1.70 

(Figure 10b). Thus, the deviation was 4.5% in 

2012 and 1.8% in 2018, respectively. The results 

can be considered satisfactory, which allows us 
to broadcast this method in the future.

Conclusion
The approach presented in the study, based on 

the construction of a system-dynamic model 
and a recurrent neural network, can be adapted 

Fig. 9. Listing “Function for selecting neural network hyperparameters”
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to other socio-economic systems and processes 
in terms of solving problems of predictive ana-
lytics. The author’s approach to the training 
and use of LSTM networks in socio-economic 
systems will significantly increase the effective-

Table 3.
Evidence for implementing domain Adaptation

No Year
Signs Mark

population patent corp_research person_ research coeff_inv_activity

0 2001 146304 24777.0 4037 885568 1.69

1 2002 145649 23712.0 3906 870878 1.63

2 2003 144964 24969.0 3797 858470 1.72

… … … … … … …

15 2016 146804 26795.0 4032 722291 1.83

16 2017 146880 22765.0 3944 707887 1.55

17 2018 146781 24952.8 3944 707887 1.70

Compiled on the basis of the official website of the Federal State Statistics Service (https://www.gks.ru/)

ness of management decisions. The undoubted 
advantage of using this technique, in our opin-
ion, is the possibility of early determination of 
trends in processes, even under conditions of a 
limited data set.

b) 2018а) 2012

1990           1995            2000          2005             2010 1990           1995            2000          2005             2010

2.0

1.9

1.8

1.7

1.6

2.0

1.9

1.8

1.7

1.6

Time Time

True Future             Histiry           Kasakov_model Prediction

Fig. 10. Determining the value of the target variable using a trained neural network
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The proposed approach can become a uni-
versal tool for predictive analytics LSTM, since 
the studied transfer training and domain adap-
tation techniques in LSTM allowed using the 
source network trained on synthetic data and 
predicting the value of the target variable with 
a high degree of accuracy. The practical signif-
icance of the study is to expand the capabili-
ties of the integrated application of simulation 
methods for building a neural network. At the 
same time, the approach we developed can be 
used by state authorities to justify the develop-
ment parameters of the socio-economic sys-

tem and allows us to obtain information about 
its future status. 
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Abstract

This paper offers an approach for solving a problem that arises for railway transport operators. The 
task is to manage the fleet of freight railcars optimally in terms of profit maximization. The source 
data for the transport operator is a list of requests received from customers, as well as the location 
of railcars at the beginning of the planning period. The request formed by each customer consists 
of departure station, destination station, name and volume of cargo that the customer would like to 
transport. The request also contains the rate that the customer has to pay to the transport operator 
for each loaded wagon transported. Planning is carried out for a month in advance and consists, on 
the one hand, in selecting the most profitable requests for execution, on the other hand – in building 
a sequence of cargo and empty runs that will fulfill the selected requests with the greatest efficiency. 
Direct transportation of loaded and empty railway cars is carried out by Russian Railways with pre-
known tariffs and time standards for each of the routes. At the same time, tariffs for driving loaded 
wagons are additional costs for the customer of the route specified in the request (customers pay both 
the transport operator for the use of wagons and Russian Railways); transportation of empty wagons 
is paid by transport operators. To solve this problem, one of the possible ways to reduce it to a large-
dimensional linear programming problem is proposed. An algorithm is proposed, the result of which 
is a problem written in the format of a linear programming problem. To demonstrate the approach 
clearly, a simplified problem statement is considered that takes into account only the main factors of 
the modeled process. The paper also shows an example of a numerical solution of the problem based 
on simple model data.
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Introduction

In the mathematical field called opera-
tions research, and in its subsection called 
schedule theory, there are many problems 

related to optimizing railway management. A 
whole series of such problems, as well as their 
classification, can be found in [1–5]. Among 
the problems of drawing up railway transport 
schedules, a class of problems related to draw-
ing up schedules for passenger transport can be 
considered separately. One can find examples 
of such models in [6–9]. 

This article deals with railway freight trans-
port. One of the urgent tasks that arise in this 
area is the organization of the cargo transpor-
tation process. In particular, works [10–13] 
are dedicated to this subject. In these articles, 
dynamic models of organization of railway 
freight transportation both between two junc-
tion stations and on a closed chain of stations 
are described and investigated. 

This study is devoted to the no less important 
task which is management of the freight wagon 
fleet. This problem arises for railway trans-
port operators (hereinafter, transport opera-
tors), which manage a fleet of freight rail cars 
for commercial purposes. Depending on the 
specifics of regulation and market features, 
different models can be built for each specific 
region, taking into account this or that speci-
ficity. As an example, one can consider the arti-
cle [14], which presents a model used by one of 
the largest railway transport operators in Latin 
America. Another example is work [15], which 
examines several models for optimizing cargo 

delivery by the Swiss railway freight company 
Cargo Express Service of Swiss Federal Rail-
ways. In [16, 17] models designed with the fea-
tures of the freight transport market in Italy are 
considered. In [18, 19] models are presented 
for cost minimization of transporting goods 
through a railway network that covers several 
European countries. 

There are also models created for the Rus-
sian rail transport market; an example of such 
a model is presented in [20, 21]. In this paper, 
the problem statement is similar to the state-
ment from [20, 21], the main differences are in 
the methods of solving the problem. If in [20, 
21] solutions are sought using the column gen-
eration method [22], as well as using the mod-
ified column generation method [23], in this 
paper the solution is sought based on the search 
for optimal flows in a network covering all pos-
sible routes, by reducing it to a large-dimen-
sional linear programming problem. 

In other words, if the column generation 
method and the generalized column genera-
tion method search for solutions iteratively, 
and each iteration solves a linear program-
ming problem on a subset of all possible routes, 
then in this paper the search for solution is 
performed using a single linear programming 
problem of a sufficiently large dimension on 
the set of all possible routes. But before getting 
such large-dimensional linear programming 
problem, one first needs to build a network of 
all possible routes (in this case, a wider network 
that includes a network of all possible routes is 
built), after that this task can be formalized as a 
linear programming problem. 

Key words: railway cargo transportation; planning of railway cargo transportation; optimal plan  
of railway cargo transportation; optimal management of railway car fleet; linear programming;  
schedule theory; operations research; unmanned vehicles.
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The network of all possible routes is an ori-
ented space-time graph without loops. This 
graph is built with a fixed time step, and one 
day is taken as a step. Each vertex of the graph 
contains information about the number of cars 
at a certain station on a certain day  of the plan-
ning period. Each edge of this graph charac-
terizes the route by leaving some station  on 
day  and arriving at another station  on day . In 
this case, the difference between  and   corre-
sponds to the number of days it takes to trans-
fer cars from  station to  station in accordance 
with the known time standards for transporta-
tion by rail. In this interpretation, the task is 
to search for flows in the constructed graph 
that provide the maximum gain in total. The 
flow refers to a chain of cargo and empty runs, 
and the resulting gain corresponds to the profit 
for the planning period. For more information 
about building such models and reducing them 
to linear programming problems see [24–26].

This approach, which consists in solving the 
problem of linear programming of large dimen-
sions, in comparison with the approach associ-
ated with column generation method, requires 
more time to find solutions. The advantage of 
the approach proposed here is the search for an 
optimal transportation plan on a set of all pos-
sible routes, while methods related to column 
generation solve a series of linear programming 
problems on subsets of the set of all routes. As a 
result, the solution obtained using the column 
generation method may differ from the optimal 
plan. In practice, in this case the lost profit for 
the transport operator can be measured in tens 
of millions of rubles per month.

1. General statement  
of the problem

The problem of managing a fleet of freight 
wagons by a transport operator is considered. 
The goal of the transport operator is to maxi-
mize profit. Drawing up a plan is carried out 
for a month in advance at a time when all the 
necessary information is known. For planning, 

one needs information about the initial loca-
tion of cars in the next month, as well as a ready 
list of requests for cargo transportation in the 
next month. The initial position of wagons in 
the planning month implies information about 
day and station, in which each of the wagons 
arrived after being sent in previous month. The 
list of requests consists of requests from cus-
tomers, each of which specifies the cargo, its 
volume (in wagons), stations of departure and 
destination. Each request also specifies the rate 
that the customer has to pay for each railway car 
of the transported cargo. A situation is allowed 
in which the start of request execution will be 
in the planning month, but its completion will 
be in the next month after the planning one. 
In this case, all profit for the execution of such 
request will be taken into account in the plan-
ning month. It is assumed that customers do 
not care what day of the planning month his 
order will be fulfilled; if the operator under-
takes to execute this order, it will be executed 
on the most convenient day for the transport 
operator (or on several days if the request will 
be executed by several routes). The transport 
operator is not required to execute all incoming 
requests – as a rule, it is physically impossible 
to do this in the allotted month. Therefore, the 
operator can either execute the request com-
pletely or partially, or reject it. Thus, when cre-
ating a plan for the upcoming month, the task 
of the transport operator is, first, to select those 
requests that are most profitable to execute, 
and secondly, to select such chains of cargo and 
empty runs that will most effectively ensure the 
implementation of the selected requests. 

Direct transportation of wagons is carried out 
by Russian Railways (JSC “RZD”), which set 
their own tariffs for both empty and cargo runs. 
Also time standards for all possible routes are 
known in advance. In the model, it is assumed 
that tariffs do not depend on the number of 
wagons transported on each of the routes. Each 
customer, if his request is executed, in addition 
to paying the operator the specified rate for 
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the use of its wagons, pays separately to Rus-
sian Railways for the transportation of these 
wagons. Moving empty railway cars by Russian 
Railways is an expense item for the transport 
operator. Since Russian Railways tariffs for 
transporting loaded wagons are costs for cus-
tomers and transport operators have nothing to 
do with them, these tariffs are not considered 
in the model. In this paper, a simplified state-
ment of the problem is considered. This means 
that the transport operator manages one type 
of freight wagons, and the planning horizon in 
the model is one month. In addition, it will be 
assumed that direct transportation by Russian 
Railways is carried out largely by unmanned 
vehicles, i.e. unmanned locomotives. Their 
use will reduce the impact of the human fac-
tor, the occurrence of which often leads to cer-
tain emergencies, which in turn leads to fail-
ures in schedules. This assumption about the 
use of unmanned vehicles makes it possible to 
consider a deterministic model, without tak-
ing into account stochastic components. Oth-
erwise, the model must take into account ran-
dom factors, which would inevitably lead to a 
significant complication of the model.

2. Mathematical statement  
of the problem

This section provides a mathematical state-
ment of the problem in some intermediate for-
mat, which is converted to the format of a lin-
ear programming problem in explicit form at 
the next stage. The advantage of this interme-
diate format is that it is much more visual and 
convenient for understanding the essence of 
the proposed approach. A similar format for 
the mathematical statement of this problem 
can be found in [3, 4], but in these works the 
mathematical statement has a rather cumber-
some form and can hardly be applied directly 
in practice. In this paper, to facilitate the pres-
entation, the simplest version of the problem 
statement is presented.

Let’s enter a number of notations.

N – number of stations involved in planning;

T – planning horizon, measured in days, for 
simplicity one month is taken as the length of 
the planning horizon in this work (i.e. T = 30 
or 31). In practice, however, it is more correct 
to consider a longer planning horizon, such as 
two or more months, but for simplicity in this 
work a short and plausible interval is taken;

t – the discrete parameter responsible for 
time is measured in days and takes values  
t = 1, 2, ... T;

 – (N  N)-matrix, which ele-
ments characterize the tariff set by Russian 
Railways for an empty run of one wagon from 
station i to station j;

 – (N  N)-matrix, which ele-
ments characterize the time (in days) of move-
ment of loaded wagons from station i to station 
j in accordance with Russian Railways stand-
ards (time is rounded to a larger integer);

 – (N  N)-matrix, which ele-
ments characterize the time (in days) of move-
ment of empty wagons from station i to station 
j in accordance with Russian Railways stand-
ards (time is rounded to a larger integer). Sep-
arately, we note that the diagonal elements of 
this matrix are taken to be equal to one, which 
means that if a wagon remains at the station 
until the next day, it is equivalent to the fact that 
it goes on a loop trip lasting one day, where the 
departure and destination stations coincide;

 – (N  N)-matrix, which elements 
characterize the rate specified by the customer 
in the request for transportation of one loaded 
wagon from station i to station j;

 – (N  N)-matrix, which ele-
ments characterize the number of loaded wag-
ons specified in the corresponding request for 
cargo transportation from station i to station j. 
All elements of the matrix take non-negative 
integer values;

 – vector of dimension N 
that characterizes the initial location of wagons 
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on day t, the i-th element of this vector equals 
to the number of wagons that arrived at station 
i at time t  {1, ..., T }, which were dispatched 
in the previous month. All values of this vector 
take non-negative integer values.

The transport plan is characterized by the 
following matrices:

 – (N  N)-matrix, which 
elements characterize the number of loaded 
wagons sent from station i to station j at time  
t  {1, ..., T }. All elements of the matrix take 
non-negative integer values;

 – (N  N)-matrix, ij ele-
ment of which characterizes number of empty 
wagons sent from station i to station j at time  
t  {1, ..., T }. All elements of the matrix take 
non-negative integer values;

Denote by K1 and K2 the set of corresponding 
matrices for all moments of time t  {1, ..., T }, 
in other words , .

Also of interest is the final distribution of wag-
ons by stations and time in the planning month 
in accordance with the proposed plan K1, K2.

 – vector of 
length N, each element of which characterizes 
the number of wagons at station i at time t  
{1, ..., T }, which is implemented in accordance 
with the proposed plan K1 and K2 and the ini-
tial distribution of wagons . It is easy to 
see that for all t  {1, ..., T } and any station i  {1, 
..., N } , the value of the element  is 
determined by the formula below:

            	 (1)

where the function  is defined by the rule:

In other words, the number of wagons that 
is observed at station i at time t is equal to the 
number of wagons that arrived from the previ-
ous month in accordance with the value , 
as well as the number of wagons that were sent 
to station i by empty or loaded runs on the days 
 preceding the current day t (   {1, ..., t – 1 }), 

and that arrive at station i on this day t.

Now the mathematical statement of this prob-
lem can be written. Profit is the criterion of max-
imization

              	 (2)

The following restrictions must be satisfied:

          	
(3)

         	 (4)

        	
(5)

The target function (2) represents the profit 
from all freight runs after deduction of the costs 
associated with empty wagons runs. Optimiza-
tion is performed by managing amount of loaded 
runs К1

ij 
(t ) and empty runs К2

ij 
(t ). Restriction 

(3) is a balance restriction and means that the 
number of wagons sent from station i on day  
t  {1, ..., T } is exactly equal to the number 
of wagons that arrived there on that day. The 
number of arriving wagons  is 
determined in accordance with formula (1). 
Restriction (4) means that the number of 
loaded wagons sent from station i to station j on 
all days of the planning period must not exceed 
the number specified in the relevant request. 
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Problem (2)–(5) can be solved directly 
using Mixed-Integer Programming. However, 
due to the large dimension, the task of finding 
an integer solution may be impossible within 
a reasonable time. Therefore, instead of the 
original problem, linear relaxation is consid-
ered. This means that the following weaker 
condition is considered instead of condition 
(5):

           	 (6)

Thus, instead of problem (2)–(5), the fol-
lowing problem is considered (2), (3), (4), 
(6). The result of solving such a problem may 
be a fractional solution, which obviously can-
not be applied in practice. In this case, to get 
an integer solution, you must apply rounding 
methods to the resulting fractional solution. 
At the next stage, this statement of the prob-
lem will be rewritten in the format of linear 
programming.

3. Reducing the original problem  
to a linear programming  

problem

In order to solve the formulated problem 
by computer, the above designations must be 
presented in a different format. To do this, the 
matrices P, C, , as well as the matrix system 
К1(t ) and К2(t ), t  {1, ..., T } must be converted 
to long vectors. The system of vectors  and 

, t  {1, ..., T } also must be con-
verted into two single vectors. On the one hand, 
the matrices P and C are transformed into one 
PC vector by a special rule; on the other hand, 
by a similar rule, the matrices К1(t ) and К2(t ),  
t  {1, ..., T } are also combined into a vector 
К of the same dimension consistent with the 
PC vector. This is done so that the profit of 
the transport operator, which calculation for-
mula is used in (2), completely coincides with 
the scalar product of the two new vectors PC 
and К.

Vector K

Since the number of elements in all matrices 
К1(t ) and К2(t ), t  {1, ..., T } is equal to 2 ,  
the dimensions of the vectors PC and K also 
have to coincide with this value. When forming 
vector K, the question is in what order to place 
all the elements of the matrices К1(t ) and К2(t ),  
t  {1, ..., T }. After this order is defined, the 
PC vector is compiled accordingly and in the 
appropriate order. Let the first  elements 

of the vector K correspond to all elements of 
matrices К1(t ), t  {1, ..., T }. In this case, the 
first N 2 elements are taken from the matrix 

К1(1 ): the first N elements coincide with the 
first row of this matrix (the first row element 
is placed at the first position of the vector, the 
second row element – at the second position, 

etc.), the next N elements correspond to the 
second row, and so on. The next  elements 

of the vector K are written using a similar 
ordering of the elements of the matrix К1(2 ).  
By the same principle, the vector K is filled 
with elements of the other matrices К1(t ),  
t = 3, ..., T. The second half of the vector K, 
also consisting of  elements, is filled in the 
same way only by elements of the matrices 
К2(t ), t = 1, ..., T.

Vectors PC

In order to match the vector PC with the vec-

tor K, the first  of its elements are taken 
from the matrix P, the remaining  are filled 

from matrix C. The first N elements of the 
PC vector correspond to the first row of the P 
matrix (the first row element is placed in the 
first position of the vector, the second row ele-

ment - in the second position, etc.), the next N 
elements correspond to the second row of the P 
matrix, and so on. After the first  elements of 
the PC vector are defined by the specified pro-
cedure, this part of the vector is copied and put 
in place of the next  elements. Repeating this 
operation T – 1 times completes the formation 
of the first half of the PC vector, consisting of  
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 elements. The second half of this vector is 
filled in similarly with elements of the matrix 
C. The only difference in the fill-in rule is that 
each element of the second half of the PC vec-
tor is additionally multiplied by minus one. 
Thus, the first  elements of the PC vector 
are non-negative, and the next  elements of 
this vector are non-positive.

Vector Q, S0, S

Vector Q is formed from the matrix  by a 

similar rule (the first N elements of the vector 
correspond to the first row of the matrix, the 

next N elements correspond to the second row, 
and so on). The dimension of the new vector 
is .

Systems of vectors (t) and ,  
t  {1, ..., T } are transformed into two vectors 
by sequential concatenation of the vectors cor-

responding to each moment of time (the first N 
elements of each of the new vectors correspond 
to the vector (1) and (1, K1, K2), respec-
tively, and so on). In the end, we get two new 

vectors of size TN. The first one is denoted by 

through S 0, the second – through S.

With vectors PC and K, the optimization 
criterion (2) and condition (6) can be written 
in the new format. However, in order to write 
conditions (3) and (4), it is necessary to intro-
duce special matrices.

Matrix AQ

Let’s construct a matrix A
Q 

, which allows us 
to rewrite the condition (4). It is easy to see 
that the dimension of this matrix is equal to  
(   2 ). This is due to the fact that this 
matrix on the right is multiplied by the vec-

tor K, and the result of this multiplication is 
compared with the vector Q of dimension .  
Based on the fact that the elements of the 
matrix K2 (correspond to the last  ele-

ments of the vector K) do not participate in this 
restriction, all the elements of the matrix A

Q
 

located in the last  columns, are equal to 
zero. Now the first  columns of this matrix 
are necessary to define. Condition (4) means 
that for each route from station i to station j, 
the total number of loaded wagons sent on all 
days of the planning period cannot exceed the 
amount specified in the request – 

ij
. Based on 

this, it is easy to see that the first element of 
the first row is equal to one (it corresponds to 
the element К1

11
(1)). The next element equal 

to one located in the first row of matrix A
Q
 is at 

position  + 1  (it corresponds to the element 
К1

12
(2)) and so on – all elements equal to one 

occur in the first row T times with a period of 
 elements. Further, in the second row of the 

matrix A
Q
, the element equal to one is in the 

second position (it corresponds to the element 
К1

12
(1) ), the next element equal to one in the 

second row is at the position  + 2 (it corre-
sponds to the element К1

12
(2) ) and so on: also, 

with a frequency of  elements, all elements 
equal to one occur in the second row T times. 
For other rows of the A

Q
 matrix, the filling algo-

rithm is similar. Thus, if one divides matrix A
Q
 

into T blocks, each of size  by  elements, 
not considering the zero part (the last  col-
umns), then each block is equal to the iden-
tity matrix. After defining the matrix A

Q
 in the 

new format, condition (4) takes the form of  
A

Q
  К  Q, where the sign  implies a compo-

nent-by-component comparison of elements 
of both vectors.

Matrix Ain and Aout

It remains to rewrite condition (3). To do this 
in matrix form, one needs to define two matri-
ces, denoted by A

in
 and A

out 
. The A

in
 matrix 

is used to calculate the number of incom-
ing wagons to each of the stations at any time  
t  {1, ..., T }. The A

out
 matrix is used to calculate 

the number of outgoing wagons from each sta-
tion at any time t  {1, ..., T }. The dimension 
of each of the matrices is (TN  2 ). This is 
due to the fact that these matrices are multi-
plied on the right by the vector K. The result 
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of the product of the vector K on any of these 
matrices is related to the distribution of wagons 
by stations and time, so the number of rows in 
these matrices and the dimension of the result-

ing product of the vector must be TN. The first 

N elements of the resulting vector correspond 
to the distribution of wagons at all stations in 

the first period, the next N elements corre-
spond to the distribution of wagons at all sta-
tions in the second period, and so on until the 
period T. The matrix A

in
 allows us to represent 

the formula (1) as S = A
in 

 К.

Let’s write the A
out 

 matrix. As already men-
tioned, this matrix is designed to count the 
number of wagons sent from an each station i 
at any time t  {1, ..., T }. Where exactly these 
wagons are sent, in this case, is of no interest. 
Taking into account the order of elements of 
the vector K, it is easy to see that the first N 
elements of the first row of the A

out 
 matrix are 

responsible for the loaded wagons sent from 
the first station in the first period of time. So all 
these elements are equal to one. Then, all ele-
ments, starting from the element N + 1, up to 
the element T  inclusive, are equal to zero. 
The elements, starting from T  + 1, before 
the element T  + N, are equal to one. These 
elements are responsible for outgoing empty 
wagons. Other elements of the first row of 
the A

out 
 matrix are zero. The second row of 

the A
out

 matrix has a similar structure, with 
the difference that everything is shifted by 
N elements to the right. In other words, the 
first N elements of the second row are equal 
to zero, the next N elements are equal to 
one, then, starting from T  + N + 1, up to  
T  + 2N, all elements are equal to one, and 
the remaining elements of the second row 
are equal to zero. And so on, in each subse-
quent row, the coordinates of elements equal 
to one are shifted by N elements. Repeating 
this operation for all rows of the A

out 
matrix 

completes its formation.

It remains to define the  matrix. For 
each of the loaded and empty runs from sta-

tion  to station , the duration of such a run 
is known. It is equal to  for cargo and  

 for empty runs. Let’s see how this infor-
mation is reflected in the A

in
 matrix. To do 

this, consider an arbitrary transfer of loaded 
wagons in the amount of K1

ij
(t) from sta-

tion i to station j on day t of the plan-
ning period. This transfer corresponds to 
vector K element located at the position  
T  + (i – 1)N + j. Travel time on this route 
equals 1

ij
 . This means that after leaving on 

day t, the dispatched wagons will end up at sta-
tion j on day t + 1

ij
 . In terms of equation (1), it 

can be stated that as a result of this loaded trip, 
the value of the element  
will increase by K1

ij
(t) units. Therefore, if  

t + 1
ij
 does not exceed T, then the result of 

multiplying A
in

 by K is the increase in the coor-
dinates (t + 1

ij
 – 1)N +j of the vector S by 

K1
ij
(t) units. In order for this multiplication 

to give such a result, it is necessary that the 
element of the matrix A

in
 with the coordinates 

 be equal 
to one. An arbitrary empty run in the amount 
of K2

ij
(t) wagons from station i to station j on 

day t of the planning period, in case when  
t + 2

ij 
 does not exceed T, corresponds to the 

matrix A
in

 element equals to one with coordi-
nates . It 
can be seen that in the case of empty runs, 
the value T  is additionally added to the 
second component of the coordinate of the 
matrix A

in
 element equals to one. This is due 

to the fact that the empty runs in the vec-
tor K correspond to the second half of this 
vector, which begins with the coordinate  
T  + 1 and ends with the last element with 
the coordinate 2T . Thus, the algorithm for 
constructing the A

in 
matrix consists of taking 

a null matrix of size TN by 2T  and placing 
elements equal to one in it, iterating over all 
the elements of the vector K (or, what is the 
same, iterating over all the elements of the 
matrices К1(t) and К2(t),t  {1, ..., T }).
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After the A
in
 and A

out
 matrices are defined, the 

constraint (3) can be rewritten as A
in
  К + S

0
 = 

= A
out

  К or, similarly, as (A
out

 — A
in
)  К = S

0
.

Linear programming problem
After all vectors and matrices are defined in 

the new format, the problem (2), (3), (4), (6) 
may be rewritten in a new format:

                           	 (7)

Subject to

                         	 (8)

                                  A
Q
  К  Q;	 (9)

                                     K  0.	 (10)

The problem statement (7)–(10) is abso-
lutely identical to the task (2), (3), (4), (6), but 
its advantage is that it is written in the format of 
a classical linear programming problem, which 
allows one to solve it using appropriate meth-
ods and software tools.

4. Solving transport  
problem using artificial data  

as an example

As an illustrative example of solving the trans-
port problem, a simple model example with a 

small number of stations and a short planning 
horizon is considered.

Let the number of stations be 4 (N = 4), and 
the planning horizon is 3 days (T = 3). The list 
of received requests consists of five items. We 
present these requests in Table 1.

Based on the list of requests, one needs to cre-
ate two matrices – the matrix of tariffs P, ele-
ments of which are written in conditional units, 
and the matrix of the volume of requests :

        

Travel time of both loaded and empty wagons 
are given in matrices  and  bellow: 

Recall that the diagonal elements of the 
matrix  are taken to be equal to one. This is due 
to the fact that if the wagons are left at the sta-
tion until the next day, it is equivalent to their 
being sent from this station to itself on a trip 
lasting one day.

Table 1. 
List of requests for cargo transportation in the model example

№ Departure station Destination station Volume of requests  
(in wagons) Rate (in conditional units)

1 1 3 3 2.9

2 2 1 5 1.1

3 2 3 4 2.3

4 3 2 7 1.9

5 3 4 6 2.1
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The values of Russian Railways tariffs for 
empty runs, as well as rates expressed in condi-
tional units, are characterized by the values of 
matrix elements C:

It is assumed that wagons can stay at stations 
until the next day for free, so the diagonal ele-
ments of the matrix C are zero.

The initial distribution of wagons is charac-
terized by the following vectors:

During the period t = 3, wagons do not arrive, 
which is equivalent to the zero vector (3).

Let’s rewrite this problem in the new nota-
tion. The PC vector has a dimension of 2T  =  
=2  3  16 = 96. The representation of such a 
vector in explicit form will not fit on the page, 
so let’s consider the intermediate vectors p and 
c of length  = 16, made up on the basis of 
matrices P and C:

The PC vector is obtained by successive con-
catenation of these vectors, namely: 

The vector Q, obtained from the matrix  
and having dimension  =16, takes the fol-
lowing form: 

The vector S 0, which dimension is TN = 3  4 = 
= 12, is constructed on the basis of vectors  

(1 ) and (2 ) and has the following form: 

It remains to get the matrices A
in 

, A
out 

 and 
A

Q
. Dimension of the matrix A

Q
 equals to  

(   2T  ) = (16  96). Let’s write it in the 
sparse matrix format, i.e. specify the coordi-
nates of non-zero elements equal to one. The 
list of coordinates of elements equal to one 
of the A

Q
 matrix is as follows (here and eve-

rywhere else, the numbering of rows and col-
umns begins with one):

(1, 1), (2, 2), (3,3), (4, 4), (5, 5), (6, 6), (7, 7), (8, 8),   
(9, 9), (10, 10), (11, 11), (12, 12), (13, 13),  
(14, 14), (15, 15), (16, 16), (1, 17), (2, 18),  
(3, 19), (4, 20), (5, 21), (6, 22), (7, 23), (8, 24), 
(9, 25), (10, 26), (11, 27), (12, 28), (13, 29), 
(14, 30), (15, 31), (16, 32), (1, 33), (2, 34),  
(3, 35), (4, 36), (5, 37), (6, 38), (7, 39), (8, 40), 
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(9, 41), (10, 42), (11, 43), (12, 44), (13, 45), 
(14, 46), (15, 47), (16, 48).

The same format is used for the A
in 

and A
out

  
matrices, which dimension is (TN  2T  =  
= (12  96). The list of coordinates of elements 
equal to one of the A

in
 matrix:

(5, 1), (7, 3), (12,4), (5, 5), (6, 6), (8, 8),  
(5, 9), (10, 10), (7, 11), (5, 13), (10, 14),  
(7, 15), (8, 16), (9, 17), (11, 19), (9, 21),  
(10, 22), (12, 24), (9, 25), (11, 27), (9, 25),  
(11, 27), (9, 29), (11, 31), (12, 32), (5, 49),  
(7, 51), (5, 53), (6, 54), (8, 56), (5, 57),  
(10, 58), (7, 59), (5, 61), (10, 62), (7, 63),  
(8, 64), (9, 65), (10, 70), (12, 72), (9, 73),  
(11, 75), (9, 77), (11, 79), (12, 80).

List of coordinates of elements equal to one 
of the A

out
 matrix:

(1, 1), (1, 2), (1, 3), (1, 4), (2, 5), (2, 6),  
(2, 7), (2, 8), (3, 9), (3, 10), (3, 11), (3, 12),  
(4, 13), (4, 14), (4, 15), (4, 16), (5, 17), (5, 18), 
(5, 19), (5, 20), (6, 21), (6, 22), (6, 23), (6, 24), 
(7, 25), (7, 26), (7, 27), (7, 28), (8, 29), (8, 30), 
(8, 31), (8, 32), (9, 33), (9, 34), (9, 35), (9, 36),  
(10, 37), (10, 38), (10, 39), (10, 40), (11, 41), 
(11, 42), (11, 43), (11, 44), (12, 45), (12, 46), 
(12, 47), (12, 48), (1, 49), (1, 50), (1, 51),  
(1, 52), (2, 53), (2, 54), (2, 55), (2, 56), (3, 57), 
(3, 58), (3, 59), (3, 60), (4, 61), (4, 62),  
(4, 63), (4, 64), (5, 65), (5, 66), (5, 67), (5, 68),  
(6, 69), (6, 70), (6, 71), (6, 72), (7, 73), (7, 74),  
(7, 75), (7, 76), (8, 77), (8, 78), (8, 79), (8, 80), 
(9, 81), (9, 82), (9, 83), (9, 84), (10, 85),  
(10, 86), (10, 87), (10, 88), (11, 89), (11, 90), 
(11, 91), (11, 92), (12, 93), (12, 94), (12, 95), 
(12, 96).

After all vectors and matrices are defined, 
problem (7)–(10) can be solved. The result of 
solving this problem is vector K, which dimen-
sion is 2T  = 96. Let’s give one of the solu-
tions found, writing out the values of only non-
zero elements of vector K:

K
7
 = 2; K

10
 = 1; K19 = 2; K

37
 = 2; K

42
 = 4; K

44
 = 2;  

K
62

 = 3; K
65

 = 2; K
67

 = 1; K
79

 = 1; K
81

 = 2.

This solution may be rewritten in the format 
of matrices К1(t ) and К2(t ): 

	
(11)

	
(12)

The resulting solution (11), (12), due to the 
small scale of the problem, can also be repre-
sented by diagram shown in Figure 1.

The profit of the resulting solution can be cal-
culated in two equivalent ways – either based 
on the formula used in (2), or as the product of 
the vectors PC T  K. For this problem, its value, 
expressed in conditional units, is equal to 32.3.

Let’s analyze the resulting solution. It can 
be seen that one of the requests for the trans-
portation of 5 wagons from station 2 to sta-
tion 1 remained unfulfilled. The request 
for transportation of 7 wagons from station 
3 to station 2 must be partially fulfilled in 
the amount of 5 wagons. All other requests 
according to the plan are going to be fulfilled 
wholly. In accordance with the plan requests 
from station 1 to station 3, as well as from sta-
tion 3 to station 4, are going to be executed 
completely by using one run. Requests from 
station 2 to station 3 and from station 3 to 
station 2 have to be executed in stages – two 
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runs for the first request and three runs for 
the second one. Also, the plan found offers 
execution of several empty runs. So, on the 
first day, one empty wagon is sent from sta-
tion 4 to station 2, and two empty wagons are 
sent from station 4 to station 3. The duration 
of the first empty run is 2 days (the wagon 
will arrive at station 2 by the third period), 
the duration of the second empty run is one 
day. Similarly, on the second day there are 
two empty runs: one wagon from station 4 
to station 3 and two wagons from station 1 
to station 3, the duration of both runs is one 
day. There are no empty runs scheduled for 
the final third period.

Conclusion

This paper considers the transport prob-
lem that arises for transport operators when 
managing a fleet of freight rail cars. The 
approach proposed in this paper allows us 
to find the optimal plan on the entire set 
of possible routes, while the methods asso-

ciated with the column generation method 
search for optimal plans on subsets of all 
possible routes. The significant disadvantage 
of the proposed approach is that it requires 
significantly more time for calculation then 
methods associated with generating columns 
approach. Therefore, it is important to sug-
gest ways to modify this approach, which will 
lead to acceleration of computing processes. 

The large dimension of the problem is 
mainly due to the fact that statement (2)–
(4), (6) takes into account all possible routes, 
including those that do not actually exist. In 
particular, this applies to cargo routes. In this 
statement, all cargo routes are considered, 
although only a small percentage of them are 
relevant (only those specified in the requests 
are relevant). 

When solving the problem based on real 
data, the number of stations can be equal to 
about 1000, the dimension of the vector К 
in this case will be about 2T  = 1.2  108, in 
the case when planning horizon is T = 60. It 
is clear that in practice, the linear program-

Fig. 1. Schematic representation of the solution (11), (12)
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ming problem with such a dimension cannot 
be solved in a reasonable time. 

Vector К consists of two parts, the first 
part is based on matrices К1(t); the second 
part is based on matrices К1(t). If for empty 
routes it is not known in advance which of 
them will be used and which will not, then 
in the case of cargo routes it is known that 
only those specified in the requests will be in 
use, so the remaining routes may be removed 
from consideration. This means that it is 
more rational to take into account only those 
elements of the matrices К1(t), t  {1, ..., T } 
that correspond to the cargo routes specified 
in the submitted requests. Only these cargo 
routes should also be taken into account 
in the К vector, as there is no sense to take 
into account other cargo routes. Thus, the 
dimension of the vector К can be signifi-
cantly reduced. Obviously, it is necessary 
to exclude such routes not only from the К 
vector: the PC vector generation algorithm, 
as well as the A

Q 
, A

in
 and A

out
 matrix gener-

ation algorithms, also must be modified. In 
this paper, to simplify the presentation, the 
specified algorithms for forming vectors and 
matrices are not considered.

To assess how much the size of the prob-
lem can be reduced, let's look at the data of 
a real problem, in which N = 1126, and the 
number of requests equal to the number of 
demanded cargo routes is 1616. Under these 
conditions, the first part of the modified vec-
tor К, which is responsible for cargo runs, 
at T = 60 has the dimension T  1616 = 96960 
instead of T  =76072560. It is easy to see 
that the dimension of the first part of the 
vector К is reduced by almost 800 times. If 
the algorithm for forming the second part 
of the vector К responsible for empty runs 
is left unchanged, then the dimension of the 
vector К in the modified algorithm will be  
T  1616 + T  = 76169520 instead of 2T  = 
= 152145120, i.e. it will be reduced by almost 
half. 

Separately, it can be noted that the planning 
horizon of one month is too short to solve 
real problems. This is due to the fact that with 
such a planning horizon, the result of optimi-
zation may be a plan in which a large number 
of requests with the maximum rate, as well as 
the maximum distance and duration of routes 
will be planned for the last days of the planned 
month. The implementation of this plan will 
lead to the maximum possible profit in the 
planning month; however, this is fraught with 
the fact that in the month following the plan-
ning month, the wagons may be distributed 
in a manner extremely inconvenient both in 
space and in time of arrival at destination sta-
tions. Obviously, this may lead to a noticeable 
decrease in profit in the next month. Based 
on this, the planning horizon in the optimi-
zation model should be increased. However, if 
one increases the planning horizon to several 
months, then each of these months should be 
planned for its own separate list of requests. 
Generally speaking, the lists of requests for 
different months should not coincide, but 
since only the current list of requests is known 
for sure and the requests for the following 
months are unknown, within the model it can 
be assumed that the lists of requests expected 
in the future months coincides with the cur-
rent list. We consider it reasonable to take 
two months as the planning horizon, such an 
expansion of the planning horizon will lead 
to a twofold increase in the dimension of the 
problem.

Further work on the model should be done 
in the direction of taking into account more 
factors, as well as in the direction of optimiz-
ing computational processes by reducing the 
dimension of the problem. All of the above is 
expected to be taken into account in future 
works. 
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Introduction

Research into strategic management is 
usually said to have begun in the mid-
1960s. Sometimes 1951 is cited [1]. 

But studies on military strategic construction 
appeared much earlier: for instance, Sun Tzu’s 
famous treatise on the art of war is attributed 
to the 5th century BC. The range of studies on 
strategic management began to expand rapidly 
in the early 1980s, when business leaders faced 
the growing complexity of the business world 
and realized the need for strategic analysis of 
the prospects for their business success. 

In recent years, business has come up 
against new challenges that require a sub-
stantial revision of established concepts and 
traditional strategic management tools [2]. 
One of the most serious problems that man-
agers have been facing recently is under-
standing complex causal chains that deter-
mine the impact of the external and internal 
conditions of an enterprise on the goals and 
properties of the strategy being developed. 
Today, this problem is compounded by the 
growing complexity and instability of the 
economic environment, leading to numer-
ous uncertainties and risks.

In the new environment, the use of tradi-
tional strategic management tools encoun-
ters serious limitations everywhere, dictating 
the need to create new tools that are appropri-
ate to the research nature of modern manage-
ment practice [3]. Ideas and methods of the 
cognitive approach open up great opportuni-
ties for creating such tools [4, 5]. Cognitive 
approach-based support tools can be regarded 
as tools of a new generation forming within 
the framework of the research paradigm of the 
cognitive science [6]. This paradigm today is 
focused on solving a wide range of complex 
problems of the modern world in a variety of 
fields: economics, sociology, politics, ecology, 
industry, business, emergency situations, etc., 
including strategic management.  

There are many studies devoted to cogni-
tive management. However, most of them 
have been conducted by management theo-
rists, mathematicians or psychologists, and 
they are very far from the demands of man-
agement practice. More than thirty years 
have passed since the birth of the cognitive 
school of management [7]. Numerous pub-
lications widely discuss the tempting and 
promising prospects of this school, however, 
to date, there is still no developed cognitive 
management engineering, which (as in the 
case of all other knowledge-based technolo-
gies) is a critical link in cognitive analytics 
[8].

It is significant that of all the publications 
on cognitive management we have analyzed 
(academic journals, monographs, confer-
ence proceedings) we have not come across 
a single one written by a specialist with expe-
rience in the practical development of com-
mercial models. Most of those publications 
analyze the problems of the cognitive process 
and discuss theoretical problems for future 
research. 

At the same time, long-term practice con-
vincingly indicates that an important pre-
requisite for creating the engineering of 
all knowledge-based technologies without 
exception [8] is critical analysis and gener-
alization of the results of applied develop-
ments that form the empirical “axiomatics” 
of the problem area, which is no less impor-
tant than numerous theoretical construc-
tions.

Even thirty years ago, the authors of [7] 
pointed out that the body of work of cogni-
tive school followers “forms not so much a 
tight school of thought as a loose collection 
of research, which seems, nonetheless, to be 
growing into such a school. If it can deliver 
on its intentions, it could very well transform 
the teaching and practice of strategy as we 
know it today” [7].
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In our opinion, the solution to this complex 
“stagnant” problem can be facilitated by the 
creation of advanced cognitive management 
engineering, which includes two basic com-
ponents: a single conceptual framework that 
combines the entire variety of existing strate-
gic concepts and a systematic library of cog-
nitive tools that allow these concepts to be 
implemented in concrete strategic projects.

Apparently, the possibly most effective 
way to solve this problem is a convergence 
of ideas and methods of the cognitive school 
of strategic management and the empirical 
experience gained in knowledge engineering 
[9]. In this paper, we propose one of the pos-
sible versions of the conceptual framework 
constructed in this way, presenting the results 
of the development and testing of cognitive 
models for four research projects differing in 
industry orientation, internal conditions and 
different dynamics of the macroeconomic 
environment obtained within this frame-
work. The goal in these projects was not to 
create commercial support tools. The main 
goal pursued by the authors of the projects 
was to test the possibility of using a single 
conceptual framework when creating applied 
models for enterprises of various configura-
tions. The developments were of a research 
nature and were carried out from 2004 to 
2018 by four independent groups.

In the following paragraphs, we provide: 

(1) a general description of the cognitive 
approach to the problem of strategic man-
agement modeling reflecting the characteris-
tics of enterprise management in an unstable 
economic environment;

(2) the proposed conceptual framework of 
cognitive management, integrating modern 
cognitive experience in a single ontological 
project;

(3) a brief description of the cognitive mod-
els developed during the implementation of 
these projects;

(4) some most significant, in our opinion, 
results obtained by us in the development and 
testing of models, which, taking into account 
the specifics of concrete projects, can never-
theless be of interest to a wide range of spe-
cialists concerned with engineering issues. 

The findings presented in the conclusion 
reflect not only the opinions of the model 
makers, but also the opinions of the pro-
ject stakeholders, as well as the experience in 
developing cognitive models in other areas.

1. General description  
of the cognitive  

approach

Modern ideas of the cognitive approach to 
the management of complex problem situa-
tions have been described in numerous publi-
cations, e.g. [4, 5, 10]. Within the framework 
of these ideas, cognitive modeling is a cogni-
tive map-based modeling aimed at studying a 
problem situation and finding the optimal (in 
one sense or another) strategy for managing 
this situation. The main components of cog-
nitive models are the cognitive map and meth-
ods of its analysis. 

1.1. Cognitive map

A cognitive map is an explicit representation 
of “mental models” [11] of management sub-
jects about the conceptual structure, laws or 
patterns of a problem situation.

The main components of a cognitive map 
are:

(1) a set of basic factors characterizing the 
problem situation (the management object 
and its external environment);

(2) cause-and-effect (causal) relations 
between basic factors represented by certain 
formalisms.

Currently, the formalism of digraphs is used 
to build cognitive maps in most cases [12]. 
The vertices of the digraph are the factors of 
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the problem situation, and the arcs are the 
causal relations between them.

On the set of basic factors, we set: 

 a subset of target factors reflecting the 
desired state of the management object,

 subsets of uncontrollable and controllable 
factors of the management object,

 a subset of external environment factors 
that may affect the problem situation.  

For each of the factors, its current value or 
the tendency of its variation is established. For 
causal relations, the nature of the impact of 
the cause factors on the effect factors is estab-
lished. 

Situation management consists in such a 
change in the controllable factors of the man-
agement object that would lead to the desired 
changes in the target factors.

It should be noted that digraph-based maps 
are currently the most popular in cognitive 
research, however the range of formalisms that 
can be used in the building of cognitive maps 
is much wider. Along with the digraph formal-
ism, cognitive maps can also employ such for-
malisms as M. Minsky’s frames, genetic net-
works, relational matrices of the American 
Society for Quality, scenario networks, etc.

1.2. Cognitive map  
analysis methods

Cognitive map analysis methods are devel-
oped to conduct model experiments on a cog-
nitive map in order to solve a wide range of 
management problems, e.g. choosing the stra-
tegic goals of an enterprise, strategic diagnos-
tics of the external and internal environment 
of an enterprise, developing an “optimal” (in 
one sense or another) enterprise strategy in an 
uncertain and dynamic economic environ-
ment, auditing a strategy, assessing its stability 
and effectiveness, adjusting strategy in a chang-
ing environment, etc. 

2. Conceptual framework  
of cognitive management

The problem of finding the best strategy in 
today’s business environments is extremely 
complex. It can be fully regarded among the 
class of complex problems, the solution of 
which is beyond the competence of the tradi-
tional theory of strategic management.

The “phenomenon of complexity” is due to 
five major features of modern strategic man-
agement, which management practice faces 
everywhere nowadays. Such features are: the 
uniqueness of each strategic project, multi-
factoriality, multidimensionality (multidisci-
plinarity), dynamism and uncertainty of the 
problem of strategic choice, the substantial 
role of strategy developers’ mentality, as well as 
strategic decision makers.

There have been known attempts to cre-
ate one-size-fits-all cognitive support tools for 
strategic problem solvers [13–16]. However, 
practice shows that in the complex and diverse 
environment in which modern enterprises 
operate, the creation of universal tools is futile 
and does not justify itself. What is needed is not 
universal tools but some unified methodology 
that allows building cognitive models for con-
crete enterprises for a concrete period of time, 
taking into account the strategic vision of the 
owners and managers of this enterprise [17].

The first step in the formation of this kind of 
methodology is the development of a concep-
tual framework of cognitive management that 
is common to all its applications. The funda-
mental fact here is that a conceptual frame-
work in such a complex problematic envi-
ronment cannot be developed on the basis of 
traditional formal axiomatic approaches. The 
empirical approach widely used in knowledge-
based technologies [18] is apparently more 
appropriate here.

Within this approach, the conceptual frame-
work of cognitive management can be repre-
sented as follows:
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where P (CM) is the full knowledge of the prob-
lem area of cognitive management; 

S o(C ) is the current state of the analyzed 
business situation set on the cognitive map; 

Sc(C ) is the target state of the analyzed busi-
ness situation set on the cognitive map; 

U (P ) is the management strategy establish-
ing the sequence of strategic steps that ensure 
the transition of the business situation from So 
to Sc. 

It is clear that the full knowledge P(СМ) should 
reflect the accumulated theoretical and practi-
cal experience of the problem area. 

The study and critical analysis of the vast 
material devoted to cognitive modeling of 
management problems [19–26], as well as the 
authors’ personal experience suggest that the 
full knowledge P(СМ) can be represented as 
an ontological project including the following 
sections: 

1. Applied problems that can be solved with 
the help of cognitive management engineer-
ing. The problems can be presented in the form 
of separate questions to which answers can 
be obtained and, thus, they are the subject of 
engineering.

2. A set of postulates or axioms that show 
what assumptions were made during the devel-
opment of engineering. The axioms or pos-
tulates describe the conditions and limits of 
applicability of engineering.

3. The list of concepts of strategic manage-
ment that are currently in place in manage-
ment science and practice.

4. A systematized library of applied tools to 
implement these concepts in specific strategic 
projects.

4.1 Support tools for choosing the concept of 
strategic enterprise management.

4.2. Support tools for choosing the language 
of presentation (formalism) of cognitive maps.

4.3. Support tools for structural and func-
tional identification and parameterization of 
cognitive maps.

4.5. Many methods of analysis of cognitive 
maps for solving applied problems.

The structure of P(CM) presented is essen-
tially a “protoframe” of engineering and solves 
two important problems.

First, it expands the traditional idea of 
schemes for solving applied problems of stra-
tegic management by including the stages of 
postulating cognitive analysis, choosing the 
concept of strategic management, choosing 
an appropriate language for representing cog-
nitive maps, carrying out structural and func-
tional identification and parameterization 
of cognitive maps. Without addressing these 
issues, cognitive business analysis in most 
cases loses all practical meaning.

Second, it systematizes the directions of 
efforts aimed at the development and accumu-
lation of applied capabilities of cognitive anal-
ysis in solving issues that are important in the 
context of management practice, including but 
not limited to:

 identification of contradictions between 
the goals set by the management subjects;

 analysis of the effectiveness of the con-
trollable factors of the cognitive map and their 
importance according to the degree of impact 
on the established goals;

 designing various options for management 
strategies (“self-development strategy” and 
various versions of “controlled development 
strategies”);

 modeling the dynamics of alternative man-
agement strategies in various scenarios of the 
development of the external environment and 
choosing the optimal (in one sense or another) 
strategy;
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 studying the stability of the selected 
strategy in critical situations caused by pos-
sible external environment threats;

 monitoring the strategy in the process of 
its implementation;

 retrospective analysis of the adequacy of 
the cognitive map and its adjustment. 

The production part of the ontological 
project today includes a lot of publications 
related to solving the main problem of stra-
tegic management — choosing the enter-
prise development strategy.

A preliminary systematization of these 
studies can be done using descriptors char-
acterizing their engineering efficiency:

1. the horizon of analysis, which the tool 
is focused on (short-term, medium-term, 
long-term);

2. the nature of the external environment 
of enterprises for which the tool is devel-
oped (static, dynamic);

3. the stage of development of the strat-
egy for which the tool is intended (strategic 
identification of the external and internal 
environment of the enterprise, conceptual-
ization of the strategic vision of the owners 
and top management of the enterprise, for-
malization of the strategic vision in the form 
of a cognitive map, development (selection) 
of map analysis methods, testing of the cog-
nitive model [27]);

4. the level of development of the tool 
(theoretical proposal, demonstration proto-
type, research prototype, functional proto-
type, industrial version [9]).

We use this systematization to character-
ize the cognitive models developed during 
the implementation of the four mentioned 
projects. 

3. Cognitive  
analysis projects

Project 1. An assessment of the strate-
gic prospects of an offshore oil company in 
the Caspian Sea region, the operating con-
ditions of which are characterized by typi-
cal modern trends: fluctuations in world oil 
prices caused by geopolitical factors, the 
global financial crisis, growing government 
regulation, tightening environmental stand-
ards. The study was carried out jointly with 
the Petroleum Engineering Department of 
the Texas A&M University (College Station, 
Texas, USA) under a creative cooperation 
agreement with BP Azerbaijan.

Project 2. Identification of key competen-
cies for the strategic development of a tel-
ecommunications company – a regional 
dealer of Microsoft, Cisco Systems, HP, 
Intel. The company is engaged in the devel-
opment, installation and maintenance 
of industrial, administrative and medical 
information systems, as well as IP and CTI 
telephony systems for telecom service pro-
viders and corporate clients.

Project 3. Analysis of management effec-
tiveness at a poultry enterprise of a holding 
company in Baku. The problem was caused 
by the critical situation due to an increase in 
prices for raw materials and feeds, a decrease 
in prices for finished products, an increase in 
competitive pressure, difficulties in obtain-
ing commercial loans, insufficient qualifica-
tions of managerial personnel, as well as a 
decrease in the share of profits allocated to 
the refinancing of the enterprise (in particu-
lar, due to the corruptive pressure of the reg-
ulatory authorities).

Project 4. Selection of regional ICT man-
agement strategy. The project was imple-
mented with financial support from the 
Ministry of Communications and Informa-
tion Technologies of Azerbaijan. Its rele-
vance was due to the fact that the transition 
of the country to the information (digital) 
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economy made the issue of the impact of 
information and communication technolo-
gies (ICT) on the economic growth of var-
ious economic entities vital. The issue was 
most acute at the regional level. This prob-
lem is quite complicated. Until now, it has 
been the subject of numerous discussions 
and has been known in economic practice 
for over thirty years as R. Solow’s paradox 
(“the productivity paradox”) [28]. 

The problem is multifactorial, uncertain 
and dynamic and cannot be solved using tra-
ditional econometric methods. Those inter-
ested in this issue can browse the Internet 
to see how many unsuccessful attempts to 
tackle it have been made in international 
practice. In particular, the authors of such 
attempts used such methods as correlation 
and regression analysis, estimation meth-
ods based on the Cobb–Douglas production 
function, research based on the methodol-
ogy of economic impact analysis. Mention 
may be made of the iSociety project sup-
ported by Microsoft and Pricewaterhouse-
Coopers that examined the impact of ICT 
on the efficiency of everyday business in the 
UK, as well as the McKinsey study that ana-
lyzed the channels of the impact of ICT on 
productivity based on the study of relevant 
business processes. 

In our case, a cognitive approach was used 
to solve the problem posed [29]. The results 
of a large-scale Economist Intelligence Unit 
study (EIU, 2004), which is a combination 
of system analysis methodology and business 
review, were used as a conceptual basis at the 
stage of strategic concept selection. 

Model experiments conducted during the 
implementation of this project have shown 
that cognitive modeling opens up fundamen-
tally new opportunities not only for assess-
ing the economic impact of ICT, but also for 
managing this impact, i.e. for carrying out 
an effective ICT management strategy.

4. Brief description  
of the developed  
cognitive models

The main characteristics of the models devel-
oped in the above projects were: 

 the adopted concept of strategic manage-
ment;

 the cognitive map formalism reflecting the 
logic of the adopted concept;

 methods for building and analyzing a cog-
nitive map;

 scales for assessing the values of basic fac-
tors and causal relations of the map.

The characteristics of the models developed 
in these projects are shown in Table 1. 

Examples of building cognitive maps can be 
found in [29, 30].

5. Discussion

The experience of developing and testing 
cognitive models in these projects has shown 
the following:

1. In practical business problems, cognitive 
modeling faces the same difficulties as other 
intelligent (knowledge-based) technologies. 
This is an issue of high-quality expert knowl-
edge used in building cognitive models, all 
kinds of “traps” and “expert paradoxes” [9] 
that arise when working with experts, diffi-
culties in choosing an appropriate detail level 
for cognitive maps, and an urgent need for an 
intermediary specialist (knowledge engineer, 
meta-interpreter cognitologist), etc. 

2. Cognitive modeling acquires practical 
significance only within the framework of 
the strategic diagnostic methodology, which 
includes the stages of macroeconomic and 
marketing analysis in the context of the exter-
nal environment dynamics. Ignoring these 
stages reduces cognitive models to mathemat-
ical objects that are far removed from the real-
ities of business practice.
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Table 1. 
Characteristics of the cognitive models developed during  

the implementation of the projects 

Project  
No. (project 

development 
level)

Adopted  
concept  

of business 
strategy

Structural 
type  

of CM

CM building  
and analysis  

methods

Scales  
for assessing  

factors  
and trends

Project 1.  
(DP)

“Resource- 
oriented”  

(R. Grant, 1987) 
Digraph

Building methods:
SWOT analysis. PESTLE analysis.

Implicit repertoire lattices of S. Hinckle.
Interaction matrix (L. Jones, 1982) 

Analysis methods: 
Models of linear dynamics F. Roberts.

Scenario analysis method.

5-point bipolar 
linguistic 

Project 2.  
(RP)

“School  
of competencies” 

(C. Prahalad, 
G. Hamel, 1990) 

Relational 
Matrices 

(ASQ Matrix 
XL Diagram) 

[8]

Building methods: 
Ishikawa diagrams.

VRIO analysis (J. Barney, 1987).
eTOM.4.0 business process model  

(Intern. Telecommunication Union/Stand-
ardization Sector). “Consumer opinion 
model” (IBM, USA). “Resource model” 
(American Society for Quality, USA). 

Analysis methods: 
Fuzzy causal grid analysis [8].

T. Saati hierarchy analysis method.

10-point  
linguistic

Project 3.  
(RP)

“Migration  
strategy” [1] 

Digraph

Building methods: 
SWOT analysis. PESTLE analysis.

“Competitive analysis model”  
(M. Porter, 2003).

Methods of psychosemantics and  
multidimensional non-metric scaling  

(M. Davidson, 2003).

 Analysis methods: 
Qualitative dynamics models based on 

rules [5] and temporal logic  
(Pospelov, 1986).

5-point bipolar 
linguistic 

Project 4  
(RP)

Economist  
Intelligence  
Unit concept  
(EIU, 2004)

Minsky 
frames

Building methods:
System analysis + Business review

PESTLE analysis

Analysis methods:
Scenario modeling method

10-point  
linguistic

Legend: DP – demonstration prototype; RP – research prototype; BM – CM building methods; AM – CM analysis methods.
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3. One of the key issues of cognitive man-
agement is that of choosing a reasonable level 
of detail (“granulation”) of cognitive maps. 
It stems from the fact that the use of cogni-
tive maps with a low detail level often leads to 
the loss of details wherein the devil is known to 
be. A critical review of relevant literature and 
discussions with colleagues has led us to con-
clude that the issue requires further study and 
can be regarded as one of the areas for further 
improvement of cognitive analysis, in particu-
lar, the development of an effective “multiscal-
ing” mechanism similar to the design proposed 
by the RAND Corporation [31].

4. Serious difficulties arise in the scenario 
analysis of the strategies developed. Non-
monotonic dynamics of the external environ-
ment and the need for a multivariate analysis 
of strategies in a broad “scenario corridor” 
require the development of an engineering 
modeling technique that is different from 
that offered by higher mathematics [19, 22]. 

5. Collaboration with employees of enter-
prises has shown that they did not have a 
clear opinion on the effectiveness of cogni-
tive modeling. At the same time, 12 out of 
17 respondents showed active interest and 
felt that cognitive modeling is a promising 
and useful technology. At the same time, our 
observations have revealed a very important 
latent feature of cognitive analysis: it stim-
ulates the cognitive and creative activity of 
strategy developers in the most complex and 
critical phase of “strategic thinking” – the 
phase of afferent synthesis of strategic deci-
sions. 

6. The work in the projects has convinc-
ingly confirmed the fact that the suitability 
of cognitive models depends primarily on the 
“quality” of knowledge in its foundation, the 
carriers of which are the strategy developers, 
their competencies and professional experi-
ence. Cognitive modeling only enhances and 
expands their analytical potential.

7. The high changeability of the busi-
ness environment today imposes stringent 
requirements on the timeframe of construct-
ing and testing cognitive models. This is 
the fundamental difference between cogni-
tive management and many other cognitive 
applications. In this regard, it becomes crit-
ically important to create effective support 
tools (high-level languages, system shells, 
scenario networks) for the “quick” develop-
ment and testing of cognitive models – an 
issue that is currently completely dismissed 
by theorists of the cognitive school. 

Conclusion

Note some general considerations regard-
ing the advantages and shortcomings of cog-
nitive modeling, which, according to the 
analysis of the few applied studies, are rel-
evant for other applications of the cognitive 
approach. 

1. As in all “knowledge-based” technologies, 
the necessary condition for success is, first, the 
experts involved (top managers, business con-
sultants) possessing high-quality knowledge 
and, second, the involvement of a knowledge 
engineer playing a key role in the initial stages 
of the cognitive process.

2. The fundamental advantages of the cogni-
tive approach are:

 the capability to study the dynamics of 
a business situation in a complex, rapidly 
changing PEST environment, when the 
available data is not enough to build a com-
plete simulation model;

 the capability to study business situations, 
taking into account the multi-factorial 
“institutional shell” of the enterprise [17]; 

 the capability to study business situations 
in the presence of multiplicative and feed-
back connections between environmental 
factors, as well as in the presence of vari-
ous threshold effects. 
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None of the many traditional strategic man-
agement support tools have such capabilities. 

3. Cognitive analysis opens up new per-
spectives for decision theory. The possibil-
ity of purposeful generation of optimal strat-
egies, which is not available in well-known 
commercial DSS packages, determines a fun-
damentally new approach to decision-mak-
ing: not “choosing the best solution from the 
many available alternatives” (RAND Corpo-
ration paradigm), but purposefully generating 
the “best solution”.

4. Testing of cognitive models has revealed a 
number of challenges: 

 due to the discrete structure of models, 
only a rough approximation of continuous 
processes is possible. One has to carefully 
consider the sequence of factors in causal 
networks and take into account whether 
the effects of some factors on others are in 
sync, or whether they are offset from each 
other;

 one has to be careful when parameteriz-
ing cognitive maps, especially when evalu-
ating the strength of causal relations that 
can change during scenario transforma-
tions;

 parameterization of cognitive models in 
the case of complex (multi-factorial) cog-
nitive maps faces an “integrity issue.” The 
widespread belief that the values of each 

factor and each causal relation can be 
determined individually is, in our opinion, 
deeply erroneous. According to our obser-
vations, although these assessments are 
made individually, they are highly corre-
lated with the gestalt of the problem situ-
ation formed by strategy developers on an 
intuitive level [32]. This fact severely limits 
the working formats of cognitive maps and 
makes it unproductive to deal with popu-
lar large-format maps, in which basic fac-
tors and causal relations number in tens or 
even hundreds.

5. The complex economic environment in 
which enterprises operate today significantly 
limits the possibilities of traditional economic 
and mathematical modeling. In the prob-
lems of strategic choice, knowledge-based 
modeling becomes relevant. Modern stra-
tegic research virtually turns into a complex 
engineering art [18], shaping a new promising 
trend of managerial business analytics. Criti-
cal analysis shows that cognitive management 
is currently the only uncontested paradigm 
that can ensure the successful implementa-
tion of this trend [33]. However, it also shows 
that the field of cognitive management engi-
neering today is riddled with issues that must 
be solved lest the cognitive school of manage-
ment, like thirty years ago, remain a tempting 
and promising potential rather than a practi-
cal tool. 
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Abstract

The purpose of the research was to develop a market value appraisal methodology based on a set 
of a joint logarithmically normal distribution of price-forming factors. Joint logarithmically normal 
distribution means random vector component logarithms are distributed together jointly normally. 
This article suggests a method for appraising the real estate market value based on the statistical 
hypothesis of a joint logarithmically normal distribution and conditional distribution of prices with 
fixed values of pricing factors. The article suggests a method of offer price analysis from the point of 
view of its relevance to pricing factor values. We consider the features of the coefficient of development 
depending on the area of the land plot. Additional arguments are given in favor of estimating market 
value as a mode of conditional laws of price distribution. An example of a multidimensional log-
normal distribution of prices and pricing factors such as the area of the improvements (improvements 
mean buildings and constructions) area and the land area in real data, i.e. for the case of a three-
dimensional random vector. We present a formula for determining the absolute maximum density point 
of a multidimensional logarithmically normal random vector. The proof is given in the Appendix. The 
results obtained can be used to create information systems to support decision-making in valuation 
activities for real estate properties.
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Introduction

One of the most common methods in 
market value real estate appraisals is 
the linear regression model of prices 

with some price-forming factors as regressors. 
The factors can be qualitative (type of home, 
encumbrance, floors, window view, the condi-
tion of the apartment/room, etc.) and quanti-
tative (area of the object or the land plot, dis-
tance to the city center, to the metro, to other 
infrastructure objects, etc.). 

There are various views on division the 
pricing factors into classes. In the context 
of this article, we mean splitting into qual-
itative and quantitative factors in terms of 
the possibility of representing the values of 
the factor as a real number (if such a possi-
bility exists, then the factor is quantitative). 
Combining quantitative and qualitative fac-
tors in a single regression model presents a 
certain difficulty for analysts. However, this 
problem goes beyond the scope of the pre-
sent article: here we will limit ourselves only 
to quantitative (real) factors. Very often such 
factors, considered as random variables on a 
set of objects of comparison, can usually be 
approximated by a logarithmically normal 
distribution. There are reasons to assume that 
the prices of properties formed by sequential 
comparisons follow the logarithmically nor-
mal distribution law. 

The theoretical reason for the formation 
of a lognormal general population for prices 
formed by successive comparisons was given 
in [1]. The fact of subordination of rental 
rates in real estate to the logarithmically nor-
mal distribution was pointed out by Aitch-
inson and Brown in 1963 [2]. More recent 
researchers have also pointed to the logarith-
mic distribution of prices in real estate [3]. 
This approach is not yet traditional from the 
point of view of the existing practice of real 
estate valuation, since it requires the use of 
special applied statistical packages that are 
not used by practicing appraisers, who use 

a small number of objects for comparison. 
At the same time, the changing informa-
tion environment encourages researchers to 
look for new, non-traditional approaches to 
real estate valuation. As an example, we can 
cite the works [4–9] devoted to the method 
of hedonistic pricing, i.e. the identification 
of a statistical relationship between the aver-
age or median cost of housing, internal and 
external price-forming factors.

Statistical dependence is usually esti-
mated using models of linear, logarithmic, 
or partially logarithmic dependence. In gen-
eral, this same ideology is the basis for the 
report on cadastral value [10] made by the St 
Petersburg government department “Cadas-
tral assessment” in 2018. A number of works 
use non-regression models for estimating 
residential real estate objects: for example, in 
[11, 12] neural networks are used to predict 
the value of residential property, in [13, 14] 
machine learning methods (random forest, 
support vector method) are used, and in [15] 
the results of using such methods as decision 
trees, naive Bayesian classifier, and AdaBoost 
are compared. These methods require the use 
of large data samples. Another approach is 
to use price indices. For example, the Case-
Shiller housing price index is considered 
in [16]. Articles [17–19] study the re-sale 
index, which predicts changes in the value 
of a resold property based on the difference 
in time and changes in its attributes between 
the initial sale and subsequent resale. The 
authors of [20–23] consider a hybrid method 
that combines a hedonistic approach and a 
method of re-selling.

The main approach to the study of price 
bubbles is to use variations of auto regres-
sion methods applied to average prices, for 
example, in [24–28]. Thus, the use of mul-
tidimensional logarithmically normal dis-
tributions is also in line with current trends 
in the search for non-traditional methods in 
real estate valuation.
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1. Estimation of market  
value based on conditional distributions  

with fixed values of price-forming  
quantitative factors

Let  – be the price of the offer (or trans-

action), X
1
, …, X

n
  – are the quantitative 

(real) price – forming factors. Let W = ln(V ),  

Y
i
 = ln(X

i
 ), i = 1, n (then v = eW, X

i
 = eYi).

Consider a multidimensional normal ran-

dom vector (W, Y
1
, …, Y

n 
) with a mean vec-

tor (
W 

, 
Y1

, ..., 
Yn

). Let’s write the covariance 

matrix in block form:

 ,

where COV – covariance matrix of a random 

vector  = (Y
1
, …,Y

n 
);

 – vector ;

 – variances of random variables 

W, Y
1
, …, Y

n 
;

 – corresponding correlation 

coefficients.

Then, the conditional expectation of , if  

Y
1
 = y

1
, …,Y

n 
= y

n
 equals to 

where . Conditional variance 

of , if Y
1
 = y

1
, …,Y

n 
= y

n 
 is equal to

For fixed values of price-forming factors  

X
1
 = x

1
, …,X

n 
= x

n
 the most probable value of the 

offer price (or transaction, depending on what 

prices were in the source data)  is calculated 

using the conditional mode formula:

	
(1)

Under the terms of Federal Law No  135 
[29], the market value is the most probable 
price at which the evaluation object can be 
alienated on the open market in conditions 
of perfect competition. In practice, appraisers 
tend to use an average or median estimation. 
Such estimations can be based on conditional 
expectation and a conditional median:

   	
(2)

  	
(3)

Thus, if with respect to some ensemble of 
quantitative pricing factors and the prices of 
objects of comparison can be adopted as a work-
ing hypothesis on the joint log-normal distri-
bution (joint normal distribution of the loga-
rithms) component of a random vector, then the 
valuation can be accepted in the evaluation by 
the formula (1). Estimates according to the for-
mulas (2) and (3) can also be taken; but it should 
be noted that they do not follow the definition 
of market value in accordance with Federal Law 
No 135.

Let’s consider an example that uses real data 
collected by well-known Russian appraisers and 
was published on the resource [30]. The data set 
includes 40 real estate objects of industrial and 
warehouse use with a location in the same region 
(St Petersburg), on offer for sale in the same time 
period. Since the authors of the example justified 
the rejection of a number of adjustments, in our 
example we will also consider the data compa-
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rable and comparable without additional adjust-

ments. Industrial and warehouse purpose real 

estate is considered as a unit complex consisting 

of a land plot and improvements (buildings). The 

data set is presented in Table 1. 

The items compared are considered as exist-

ing industry and warehouse properties that are 

offered for sale in the current use. We will build 

a general method for estimating the market 

value (without auction discount), if the area 

Table 1.
Source data

Building 
area  

(sq. m)

Land 
area 

(sq. m)

Offer prices 
(rubles)

Price to  
improvements 
square ratio  
(rubles per  
1 sq. m of  

improvements)

400 2 500 20 500 000 51 250

750 5 000 18 000 000 24 000

1 081 3 378 26 000 000 24 052

1 130 6 638 27 500 000 24 336

1 320 4 167 31 500 000 23 864

1 440 10 000 160 000 000 111 111

1 790 3 462 93 000 000 51 955

1 900 13 000 85 000 000 44 737

2 125 5 623 85 000 000 40 000

2 642 5 183 75 000 000 28 388

2 700 6 800 59 000 000 21 852

1 820 2 737 32 000 000 17 582

2 250 9 252 84 000 000 37 333

2 973 5 388 90 000 000 30 272

3 513 10 000 80 000 000 22 773

3 600 5 000 95 000 000 26 389

4 000 13 558 140 000 000 35 000

4 124 12 866 91 000 000 22 066

4 167 5 000 125 000 000 29 998

4 257 6 861 128 500 000 30 186

Building 
area  

(sq. m)

Land 
area 

(sq. m)

Offer prices 
(rubles)

Price to  
improvements 
square ratio  
(rubles per  
1 sq. m of  

improvements)

5 292 11 143 56 000 000 10 582

5 300 16 000 220 000 000 41 509

6 011 11 319 135 000 000 22 459

6 013 20 781 90 000 000 14 968

6 060 21 790 179 000 000 29 538

6 123 2 390 152 490 000 24 904

6 479 7 337 119 000 000 18 367

6 756 4 220 90 000 000 13 321

10 000 12 000 420 000 000 42 000

10 300 17 000 312 000 000 30 291

10 672 12 194 350 000 000 32 796

10 990 30 000 480 000 000 43 676

12 000 30 000 300 000 000 25 000

13 000 55 000 200 000 000 15 385

14 428 33 000 385 000 000 26 684

15 000 37 000 840 000 000 56 000

18 924 20 600 800 000 000 42 274

22 312 40 162 338 541 000 15 173

34 082 478 000 2 500 000 000 73 353

35 000 160 000 2 400 000 000 68 571
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of improvements and land are fixed (of course, 
at the same time period, same real estate class, 
and the same region).

In this case, there are random variables  – 
the offer price per 1 sq. m of improvements,  

 – the area of improvements,  – the area 
of the land plot. They form a three-dimen-
sional random vector (  ). Let W =  
= ln(V), Y = ln(SB ), Z = ln(SP ) (then v = e W,  
SB = eY, SP = e Z ). For a three-dimensional 
normal random vector ( ) the mean 
vector is equal to (

W
 , 

Y
, ..., 

Z 
). The covari-

ance matrix looks like:

or:

where ; 

 ;

 – variances of random variables 
W, Y, Z; 

 – corresponding 
correlation coefficients.

Conditional expectation of W, if Y, Z = z:

Conditional variance of W, if Y, Z = z :

Let’s set the values of the area of improve-
ments SB = sb and the area of the land plot  

SP = sp. In accordance with the above notation  
Y = ln(SB), Z = ln(SP), y = ln(sb), z = ln(sp). 
The most probable value of the offer price V for 
known values of the area of improvements and 
land area is calculated using the formula [31]:

	
(4)

Conditional expectation:

	
(5)

Conditional median:

  	
(6)

Before applying formulas (4)–(6) to the data 
in Table 1, let’s check whether there are grounds 
to assume the lognormality of distributions of 
components of a random vector (V,  SB,  SP) 
(joint normality of logarithms of their compo-
nents). The Kolmogorov–Smirnov parametric 
test was used to check marginal distributions. 
The following -value figures are received: 

 – price of 1 sq. m of improvements: with 
parameters meanlog = 10.3 and sdlog = 0.43  

-value is equal 0.7016;

 – improvements area: with parameters 
meanlog = 8.45 and sdlog = 1.02 -value is 
equal to 0.9761; 

– plot of land area: with parameters mean-
log = 9.3 and sdlog = 1.01 -value is equal to 
0.8963. 

Let’s check the three studied random vari-
ables for the joint normality of logarithms. To 
do this, we use a well-known condition of joint 
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normality: in order for a multidimensional ran-
dom vector to have a multidimensional normal 
distribution, it is necessary and sufficient that 
any linear combination of its components is 
distributed normally. The following procedure 
was implemented in the statistical package R 
environment:

 we take the logarithm from variables 

 the resulting logarithmic values of the vari-
ables are centered and normalized, each with 
its own standard deviation;

 using the standard function R unif(3,0,1), 
three weight coefficients are generated, and the 
coefficients are normalized by their sum;

 a linear combination of centered and nor-
malized logarithms is formed with random 
positive coefficients equal to one;

 the resulting linear combination is tested 
using the Kolmogorov-Smirnov normality test, 
and the test result is written as a -value in the 
array;

 the procedure with a random linear combi-
nation is repeated a specified number of times, 
each time the -value is written. Then the total 

-value array is compared to the critical level 
(0.05).

Figure 1 shows a histogram in which -val-
ues were obtained when the test was repeated 
100 000 times.

The minimum of -value is equal to 
0.2867691; it is more than 0.05. The men-
tioned procedure of 100 000 time test repeating 
of random linear combinations of components 
of random vector (W, Y, Z) seems like a rea-
son for keeping the joint logarithmically com-
ponent distribution hypothesis as the working 
one.

For the logarithms of the variables “Ratio of 
price to area of improvements,” “Area of build-
ings,” “Area of land” specified in Table 1, the 
following values of the mean vector and covari-
ance matrix are obtained (Table 2). 

The means are the following: 
W 

= 10,2993;  

Y 
= 8,4469; 

Z 
= 9,3506,  = 0,2381,  

WY  W  Y
= 

YW  W  Y 
= 0,0108;  

WZ  W  Z
= 

ZW  W  Z 
= 0,1467;  

 = 1,0635, 
YZ  Y  Z

= 
ZY Y  Z 

= 0,8978;  
 = 1,2140.

In the statistical package R, a program code 
was implemented that allows us to calculate the 
market value estimation based on the specified 
values of the parameters “Building (improve-
ments) area” and “Land area” (formula (4)). 

Fig. 1. Results of testing random linear combinations  
of centered and normalized vector components (W, Y, Z) = (ln(V), ln(SB), ln(SP))  

on joint normality by the Kolmogorov–Smirnov test

KS test result 
distribution

0                              0.2                              0.4                              0.6                              0.4                            1.0

Density

3

2

1

0
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Similar calculations can be performed for esti-
mates based on median values or on mathe-
matical expectations (formulas (5) and (6)). 
The results are shown in Table 3.

This table shows the following:

 the mode estimate is always lower than the 
median estimate, and the median estimate is 
always lower than the mathematical expecta-
tion estimate (author’s opinion: the market 
value should be defined as a mode estimate, 
in accordance with the terms of Federal Law 
No  135, taking into account the asymmet-
ric distribution of prices, areas and distances 
observed in the market);

 if the area of the land plot is con-
stant, the market value (1 sq. m of improve-
ments) decreases as the area of improvements 
increases;

 if the area of improvements is constant, 
the market value (1 sq. m of improvements) 
increases as the land area increases;

 the formula (4) can be used to calculate the 
market value of a property of the same class as 
the comparison items for any values of improve-
ment areas and land (on the same date, for the 
same location). Since there is no general con-
sensus in the evaluation community regarding 

the numerical characteristics used for estimat-
ing market value (mode, median, mathemati-
cal expectation), formulas (5) and (6) can be 
applied, but, strictly speaking, these do not fol-
low the definition of market value in accord-
ance with Federal Law No 135.

2. The ratio of the area  
of improvements to land square  

if the price offers are fixed

In [30] the authors considered the question of 
pricing trends in the property market for indus-
trial and storage purposes, and the dependence 
of the market value on the “density factor” 
(development coefficient) of the land, which 
is defined as the ratio of the area of improve-
ments to the area of land. The model of joint 
logarithmically normal distribution of compo-
nents of a random vector (V, SB, SP) consid-
ered in this article also allows us to look at the 
problem of forming price trends. The differ-
ence is that all the components of the random 
vector (V, SB, SP) are distributed on a positive 
half-axis; for each given value , we can 
specify the most probable values of the com-
ponents  (improvement area) and  (land 
area) corresponding to the offer price. In con-
trast to the previous case (estimation of market 
value based on the specified values  and ),  
the area of possible deviations from the most 
probable (median, average) values is not on the 
numeric axis, but on the plane and consists (as 
will be shown below) of nested sets obtained 
from the scattering ellipses of logarithmic val-
ues SB and SP in the inverse exponential trans-
formation of the plane.

Let the offer price  be known. It is 
necessary to estimate the ratio of the area of 
improvements and land for a class of objects 
with such an initial offer price, i.e. to select 
objects with lower, middle and upper price 
trends [30]. Denote the former:  – bid price, 

 – area of improvements,  – area of land, 
W = ln(V), Y = ln(SB), Z = ln(SP) (then V = eW, 
SB = eY, SP = eZ).

Table 2. 
Means of the logarithms 

Ratio of price to area 
of improvements  

(V)

Area  
of buildings 

(SB)

Area  
of land  
(SP)

Means of logarithm

10.2993 8.4469 9.3506

Covariance matrix

0.2381 0.0108 0.1467

0.0108 1.0635 0.8978

0.1467 0.8978 1.2140
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Table 3.
Estimates of market value per 1 sq. m of improvements  

for various values of improvement areas, land plots

Moda 
estimation

Plot of land in sq. m.

2 000 7 000 12 000 17 000 22 000 27 000 32 000 37 000 42 000 47 000

Im
pr

ov
em

en
ts

 a
re

a 
in

 s
q.

 m
.

400 26 247 38 298 45 058 50 049 54 096 57 543 60 568 63 279 65 745 68 014

2 400 16 938 24 714 29 076 32 297 34 909 37 133 39 085 40 835 42 426 43 890

4 400 14 605 21 310 25 072 27 849 30 101 32 019 33 702 35 211 36 583 37 845

6 400 13 327 19 445 22 877 25 411 27 466 29 216 30 752 32 129 33 381 34 533

8 400 12 469 18 194 21 406 23 777 25 700 27 337 28 775 30 062 31 234 32 312

10 400 11 835 17 269 20 317 22 567 24 392 25 947 27 311 28 533 29 645 30 668

12 400 11 337 16 542 19 462 21 618 23 366 24 855 26 161 27 332 28 397 29 377

14 400 10 930 15 948 18 763 20 842 22 527 23 962 25 222 26 351 27 378 28 323

16 400 10 588 15 449 18 176 20 189 21 822 23 212 24 433 25 527 26 521 27 436

18 400 10 294 15 021 17 672 19 629 21 217 22 569 23 755 24 818 25 786 26 675

Median 
estimation

Plot of land in sq. m.

2 000 7 000 12 000 17 000 22 000 27 000 32 000 37 000 42 000 47 000

Im
pr

ov
em

en
ts

 a
re

a 
in

 s
q.

m
. 

400 31 947 46 615 54 843 60 918 65 844 70 039 73 722 77 021 80 023 82 784

2 400 20 616 30 081 35 391 39 311 42 490 45 197 47 573 49 703 51 640 53 421

4 400 17 777 25 938 30 517 33 897 36 638 38 972 41 021 42 858 44 528 46 064

6 400 16 221 23 668 27 846 30 930 33 431 35 561 37 431 39 106 40 630 42 032

8 400 15 177 22 146 26 055 28 941 31 281 33 274 35 023 36 591 38 017 39 329

10 400 14 405 21 019 24 729 27 468 29 690 31 581 33 242 34 730 36 083 37 328

12 400 13 799 20 134 23 688 26 312 28 440 30 252 31 843 33 268 34 564 35 757

14 400 13 304 19 412 22 838 25 368 27 419 29 166 30 700 32 074 33 324 34 473

16 400 12 887 18 804 22 123 24 574 26 561 28 253 29 739 31 070 32 281 33 395

18 400 12 530 18 283 21 510 23 892 25 824 27 470 28 914 30 208 31 385 32 468

Expectation 
estimation

Plot of land in sq. m.

2 000 7 000 12 000 17 000 22 000 27 000 32 000 37 000 42 000 47 000

Im
pr

ov
em

en
ts

 a
re

a 
in

 s
q.

 m
.

400 35 246 51 428 60 506 67 208 72 643 77 271 81 334 84 974 88 285 91 332

2 400 22 744 33 187 39 045 43 370 46 877 49 864 52 485 54 835 56 971 58 937

4 400 19 612 28 616 33 668 37 397 40 421 42 996 45 257 47 283 49 125 50 820

6 400 17 895 26 112 30 721 34 124 36 883 39 233 41 296 43 144 44 825 46 372

8 400 16 744 24 432 28 745 31 929 34 511 36 710 38 640 40 369 41 942 43 389

10 400 15 893 23 189 27 283 30 305 32 755 34 842 36 674 38 315 39 809 41 182

12 400 15 224 22 213 26 134 29 029 31 377 33 376 35 130 36 703 38 133 39 449

14 400 14 677 21 416 25 196 27 987 30 250 32 178 33 869 35 385 36 764 38 033

16 400 14 218 20 746 24 408 27 111 29 304 31 171 32 810 34 278 35 614 36 843

18 400 13 824 20 170 23 731 26 359 28 491 30 306 31 899 33 327 34 626 35 821
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As before, we consider a three-dimensional 
normal random vector (W, Y, Z) with a mean 
vector (

W
, 

Y
, 

Z
) and covariance matrix

or:

where ; 

;

 – variances of random variables 
W, Y, Z; 

 – corresponding 
correlation coefficients.

Conditional expectation of vector  
if W = w:

     	
(7)

Conditional covariance matrix if W = w:

        	

	
(8)

Let V  =  v. In accordance with the notation 
introduced above W = ln(V), w = ln(v). The 
most probable combination of SB and SP in the 
condition if V = v :

Table 4 shows the results: most probable 
combination of SB and SP in a few cases of bid 
prices.

It should be noted that for each value of the 
offer price, the most probable pair of SB, SP val-
ues is the only one (the building density coeffi-
cient in this case corresponds to the most prob-
able pair SB, SP). Trying to present as the most 
convenient another pair of components of SB 
and SP means choosing a point when there are 
many other equally probable points, with a den-
sity less than the maximum, and for which the 
building density coefficients will obviously be 
different. Figure 2 shows images of two-dimen-
sional distributions of SB and SP for the offer 
price of 7.000 rubles, 28.000 rubles (from left to 
right), 100.000 rubles per 1 sq. m of improve-
ments.

It is possible to see that any other points in plane 
SP, SB have any set of equal-probability points. 
The sets of such points shown on Figure 3 (for 
V = 28 000 rubles per 1 sq. m of improvements).
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Bid price on 1 sq.m.  
of improvements 7 000 12 000 21 000 28 000 40 000 60 000 80 000 100 000

Most probable pair:

Area of improvements 619 634 650 659 669 682 691 698

Plot of land in sq.m. 630 878 1 239 1 479 1 843 2 365 2 824 3 240

Dencity factor 0.98 0.72 0.52 0.45 0.36 0.29 0.24 0.22

Table 4.
Most probable combination of SB and SP,  
density factor in a few cases of bid prices 

Fig. 2. Two-dimensional distributions of SP (improvements area) 

3. The density factor  
(ratio of the improvements  

area to land area)

Let’s assume that the price of the offer (or 
transaction) is known. Our goal is to estimate 
what the coefficient of building density should 
be at a given price and the given area of the land 
plot. Let’s use the formulas (7) and (8). For a 
fixed offer price (V = v), formulas (7) and (8) 
give the calculated values of the conditional 
mathematical expectations of the improve-
ment area logarithms ( ), the land 
area ( ), and the conditional covari-
ance matrix. Additionally let’s assume that the 
area of the land plot is also known. We intro-
duce new notation for conditional logarithms 
of the improvement area ( ) and the 

8000

6000

4000

2000

0

0              2000         4000           6000          8000

Plot of land

Fig. 3. Equal-probability level lines for SP and SB

Land area
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land area ( ):

(”cond” subscripts mean “conditional”). 
Consider a two-dimensional random vector  
(SB | V = v, SP |V = v) with the specified param-
eters. For a given value of the land plot area and 
a given value of the price (in the example of the 
offer price) (SP = sp, V = v), the conditional 
mode of SB (improvement area) is equal to (by 
analogy with the proof given in [32]): 

	
(9)

Conditional median of SP is equal to:

Conditional expectation of SP is equal to:

Let’s assume the need to estimate the den-
sity factor in a group of items in the lower, mid-
dle, or upper price category. Such estimates 
can be constructed depending on the area of 
the land plot by modal, median or average val-
ues. However, the appearance of the surfaces 
shown in Figure 2 suggests that the most con-
servative estimates will be based on modal val-

ues. Estimates for the median or average values 
seems overestimated (for V = 28.000 rubles/
sq. m approximately 1.4 and 1.7 times, Figure 
4). Let’s assume that we are interested in the 
following question: if the offer price is 28.000 
rubles per sq. m and if the area of the land plot 
is equal to 30,000 square meters, then what 
area of improvements (and, accordingly, what 
coefficient of building density) should be con-
sidered adequate for such a price and land area. 
Under the development coefficient (density 
factor), we will understand the ratio of the esti-
mated value of the area of improvements to the 
area of the land plot, i.e.  

(alternatively,   or

 ).

Figure 4 shows that estimates for modal, 
median, and average values can differ signifi-
cantly. Applying formula (9) to the results of cal-
culating conditional parameters at the price of 
28.000 rubles/sq. m and the value of the land area 
equal to 30.000 sq. m gives the result of 7.165 sq. 
m of improvements, and then the building den-
sity coefficient (density factor) is 7 165 / 30 000 
= 0.24. Thus, based on the example data (table 
1), the other coefficient of the building area at 
the price of 28,000 rubles/sq. m, the land area of 
30.000 sq. m may be understood as not appro-
priate to the price set. The same result could be 
obtained by applying a formula similar to formula 
(1). In this section, sequential accounting of con-
ditions (first prices V = v, then land area SP = sp)  
is used to show that the coefficient of building 
density is not a constant within one price group 
or even for one specific price, and has a power-
law dependence on the land area. Left part of 
Figure 4 shows lines of modal, median and aver-
age values of the area of improvements, depend-
ing on the area of the land plot for the case when 
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the offer price is equal to 28.000 rubles/sq. m of 
the area of existing improvements. The right fig-
ure shows lines of building coefficients for corre-
sponding estimates of the area of improvements. 
Figure 4 shows that at a given price (price group), 
the coefficient of development with accepta-
ble accuracy for evaluation purposes can be esti-
mated as a constant only if the land area is large 
enough. For plots with a small area, the develop-
ment coefficient cannot be estimated as a con-
stant and must be studied individually taking into 
account the area of the plot.

4. A note regarding the form  
of the joint logarithmically  

normal distribution  
of the vector (V, SB, SP)

Multidimensional distribution of vector com-
ponents (W, Y, Z) = (ln(V), ln(SB), ln(SP)) it 
is normal and has symmetry. The scattering 
clouds of empirical observations will take the 
form of three-dimensional ellipsoids. The den-
sity maximum point has coordinates equal to 
the mean values of the components W,  Y,  Z. 
The distribution of the components of the vec-
tor (V, SB, SP) is asymmetric, the density max-
imum point is not the center of symmetry and 
can be calculated (see Appendix) using the fol-
lowing formulas:

Figure 5 shows the following: the scattering of 
source data and the scattering of logarithms of 
source data, the point of maximum density in 
space (V, SB, SP) with coordinates V

max
 = 20 004 

rubles per 1 sq. m, SB
max

 = 649 rubles per 1 sq. m,  
SP

max
 = 1 202 rubles per 1 sq. m and the point 

of maximum density in logarithmic space 
(W, Y, Z) = (ln(V), ln(SB), ln(SP)) with coordi-
nates W = 10.30; Y = 8.45; Z = 9.35. Black 
marks the points of maximum density: on the 
left – in the space (V, SB, SP), on the right – in 
the space (W, Y, Z) = (ln(V), ln(SB), ln(SP)).

Figure 6 shows the result of 1000 generations 
three-dimensional random vectors with the 
same parameters. 

It is obvious that (see Appendix) the maxi-
mum density point of a multidimensional vec-
tor (mode) whose logarithms are normally dis-
tributed together is unique. All other density 
values correspond to the sets described in the 
logarithmic dimension by hollow three-dimen-
sional ellipsoids, and in the original coordi-
nates, the sets corresponding to a single density 
value represent the result of distortion (stretch-
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Fig. 4. Values of the area of improvements and building coefficients,  
depending on the area of the land plot
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ing) of the hollow ellipsoids during the inverse 
exponential transformation of space. Thus, it 
is the modal assessment of the market value 
that should lead to a correct result that does 
not create conflict situations. All other (non-
modal) market value estimates are potentially 
a source of constant disputes about the market 
value of the object of valuation. 

Conclusion

Considering the prices of objects of compar-
ison and the values of price-forming factors 
as multidimensional random variables opens 

up new opportunities in the assessment of real 
estate. It often turns out that empirical obser-
vations of prices and their corresponding values 
of price-forming factors are well approximated 
by the logarithmically normal distribution law, 
including the multidimensional one, which 
allows us to derive calculation formulas for vari-
ous estimation problems. The bulkiness of these 
formulas is compensated by the capabilities of 
modern applied statistical packages (in particu-
lar, R). In addition, the ability to reduce calcu-
lations to a well-studied multidimensional nor-
mal law by logarithm of components makes this 
choice of model distribution preferable.

Fig. 5. The scattering of original data (left), the scattering of the logarithms of the original data (right)

Fig. 6. Result of 1000 generations three-dimensional random vectors
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Conditional price distributions with known 
values of price-forming factors make it possible 
to estimate the market value in full accordance 
with its definition fixed in Russian legislation 
and foreign standards, as the maximum point 
of the density of the conditional price distribu-
tion.

Conditional distributions of price-forming 
factors at a given offer price allow us to assess 
the adequacy of the offer price in terms of a set 
of price-forming factors.

It is hardly to be expected that practic-
ing appraisers are prepared to apply the for-
mulas given in this article in their daily prac-
tice of valuation and business analysis. This is 
not required. Once written and debugged, the 
script (in the statistical package R or in other 
specialized packages) will allow is to easily 
solve such problems practically in real time. It 
should be recognized that in the period of dig-
ital transformation of the economy and busi-
ness analysis, it is time for the valuation busi-
ness to move to advanced statistical packages 
and automatic data processing. 

Appendix

Statement. The absolute maximum (mode) 
density of a random logarithmically normal 
vector  is reached at the point with coordi-
nates exp(  –   1), where  is the vector of 
mathematical expectations of the logarithms 
of the component,  is the covariance matrix 
of the logarithms of the component, and 1 is a 
vector consisting of units.

Proof. Consider the density of a multidi-
mensional normal distribution of a centered 
random vector :

When replacing variables  = ln( ), the den-
sity of the lognormal distribution of the ran-
dom vector :

where  – coordinate transformation          
                                 Jacobian,

 – covariance matrix,  – centered ran-
dom vector. At the point of absolute maximum 
density of the joint logarithmically normal dis-
tribution, the derivative in any direction must be 
zero, which means that all partial derivatives are 
equal to zero.

After removing the common multipliers from 
brackets, the condition remains:

 or ,

where 1, –1 – vectors with dimension n, con-
sisting from units/negative units.

Let multiply the last equality on the left by :

Here E is a unit matrix (on the main diago-
nal – units, the other elements are zero), 1 – a 
vector consisting of units. I.e., the values of the 
vector  in which all partial derivatives are 
zero, are equal to the line-by-line sums of the 
covariance matrix, taken with the reverse sign.

It remains to remember that  = ln( ) is a 
centered random vector. If the expectation 
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vector  contains non-zero values, then the 
final solution is: 

 or ).

Taking into account negative definiteness of 
the quadratic form composed of second par-

tial derivatives in point  = exp(  –   1)  
(the author omits this bulky record since the 
result is obvious), the point  = exp(  –   1) 
is a point of maximum density of lognormal 
random vector .

The statement is proven.
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Introduction

The process of employment in the 
labor market involves several parties: 
employers, employees, the educa-

tional system and state authorities. One of the 
most informative indicators for demand assess-
ment is skills, which provide extensive informa-
tion about competences and abilities demanded 
from the potential job candidate. However, sets 
of such skills are dynamically changing in dif-
ferent industries, organizations and even cer-
tain vacancies. These changes are connected to 
economic system fluctuations and labor market 
restructuring. Moreover, the professional stand-
ards that are formed with the help of the edu-
cational system become obsolete and inflexible 
to such changes. The particular interest of this 
study relates to the problem of identifying key 
skillsets on the labor market for occupational 
groups in information technologies (IT).

Several authors highlight issues of skills deter-
mination in the IT sphere. Firstly, this branch of 
the labor market has high volatility of technical 
and soft skills required, and must be analyzed 
in a time perspective  [1–8]. Secondly, skills, 
especially technical skills, have an outstand-
ing structure due to the precise formulation of 
programming languages, technological stack, 
interface instruments, etc., so that it is easier to 
classify them in attribution to several job posi-
tions [9–11]. Thirdly, the adoption of new tech-
nologies requires changing combinations of 
skills of workers in order to perform newly cre-
ated tasks [12–16].

IT has penetrated a large part of the labor 
market. Technical specialists with certain sets 
of competences and knowledge are hired in 
spheres of economics and finance, public man-
agement, retail industry, etc. Thus, such spe-
cialists are also required to be competent in the 
professional activities of a particular company. 
Unique combinations of skills in certain areas 
can be formed in the education system not only 
in IT specialties. The rethinking of educational 

policy regarding the formation of skills cannot 
be separated from the demand from the labor 
market, which needs effective tools for identify-
ing combinations of professional skills that are 
required by employers.

The present work concentrates on the creation 
of the algorithm of key skillsets, determining the 
particular occupational group, extraction in the 
IT sphere. The main question is: which skills are 
needed by companies from different occupa-
tional groups in the IT sector. 

The paper is structured as follows. The first 
section contains the overview of related works 
and methods that are used for classification 
and clusterization purposes of online labor 
market data. The second section relates to the 
main algorithm representation which allows 
us to extract and classify information from an 
unstructured job advertisements database and its 
implementation to real data obtained for local 
labor market. The third section provides results 
of the work in terms of proposed key skills and 
combinations relating to different occupations 
of the IT sector of the labor market. Finally, in 
the concluding remarks we discuss the theoret-
ical and practical implementation of the pro-
posed algorithm and extended results are pre-
sented in the last section.

1. Related works and methods  
of skill demand analysis

Many researchers create various algorithms 
in order to extract information about occupa-
tions and particular skills from online job adver-
tisement databases [17–25]. Such sources pro-
vide an extensive amount of information about 
the labor market. However, this data is, in gen-
eral, unstructured. The main methods of pro-
cessing this information are based on Natural 
Language Processing  (NLP) techniques such 
as TF-IDF (Term Frequency – Inverse Doc-
ument Frequency) matrices, -grams (con-
tiguous sequence of   items), classification 
techniques based on manual mark-up of data 
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sample (LDA, KNN, SVM, etc.), clusterization 
of data [17–25].

Online vacancies databases, in general, have 
unstructured text fields that contain informa-
tion about an occupation and competences 
required. However, such fields are manually 
filled by the companies’ representatives, and 
that demands that data preparation procedures 
and algorithmic techniques be implemented in 
order to extract the appropriate information in 
standardized form. Some research papers try to 
resolve the classification task of how to match 
job titles and job descriptions from online adver-
tisements with widely used classifications of 
occupations and skills such as ISCO1, ESCO2 
and O*NET3 [17–20]. Others implement clas-
sification models on the basis of expert mark-
ups [2, 4, 11, 13, 21]. In other words, the sam-
ple portion of data is analyzed and labelled by 
the domain experts and, then, this information 
is used to transfer this knowledge to the whole 
dataset. In addition, researchers use clusteriza-
tion approaches for the occupations and skills 
determination in the data preparation process, 
thereby formulating the separate groups of jobs 
and competences after machine-based separa-
tion [19, 21–25]. Thus, the combination of dif-
ferent approaches and algorithms of data prepa-
ration and standardization allows us to provide 
the basis for an analytical research of labor mar-
ket issues. A brief description of data, approaches 
and pipelines which are used in related works is 
presented in Table 1.

The information presented in the table allows 
us to summarize and systematize approaches for 
data organization, its processing and selection 
of criteria for identifying combinations of skills.

All authors present their algorithms of infor-
mation extraction and systematization on the 
basis of online job advertisements. However, the 

manner of their implementation differs from 
the stated research task. For example, if the 
main research objective relates to the process of 
matching the unstructured text fields from job 
advertisements with the official classification for 
occupations and skills [17, 18, 20, 21] classifi-
cation algorithms are implemented on the basis 
of finding similar patterns in job title description 
with the extended text information from offi-
cial classifications and a significant amount of 
expert manual mark-up data.

The other approach relates to the data-driven 
approach where obtained data is manually cor-
rected by domain experts in order to provide the 
appropriate systematization [19, 22–25]. These 
works focus on the data preparation part and 
clusterization algorithms. Despite the difference 
in research objectives, the common techniques 
of data preparation and extraction of standard-
ized information are, in general, applied. All 
authors use the TF-IDF approach and tokeni-
zation (including stopword removal and stem-
ming procedure) in order to process a wide 
amount of unstructured textual information. In 
addition, n-grams are used for more than one-
word extraction. As a result, a set of unified pat-
terns of information (e.g. occupations and skills) 
is obtained. However, the authors do not provide 
a generalized algorithm for matching different 
variants of the same pattern notation within the 
noisy data management process.

The choice of groups of occupations and skills 
is highly dependent on the official classifications 
and the volume of data. Thus, the level of such 
groups’ aggregation demands an expert view 
based on the data characteristics. In general, the 
data is available for a one-year period and the 
search for appropriate patterns for the unstruc-
tured fields are simplified only for job advertise-
ments published in one language. 

1  International Standard Classification of Occupations,  
https://www.ilo.org/public/english/bureau/stat/isco/

2  European Skills/Competences, Qualifications and Occupations,  
https://ec.europa.eu/esco/portal/home

3  The Occupational Information Network, https://www.onetonline.org/
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Different research pipelines address different 
metrics of classification and clusterization model 
assessment. The point of interest here is how sev-
eral patterns and terms could be matched with 
the stated domain. The authors use tokenization 
for raw texts and n-grams for construction of the 
set of terms. Similarity is found by implement-
ing the Similarity indexes. In the case of preserv-
ing the word order the Levenshtein distance is the 
appropriate measure but if only intersection of 
common terms is valuable for detecting similar-
ity – the Jaccard index is preferable.

2. Algorithm of skills  
demand analysis  
and related data

The proposed algorithm which allows us to 
conduct skills demand analysis is organized for 
online job advertisements data. These data are 
obtained from the open-source Application 
Programming Interface of HeadHunter4, the 
largest Russian online recruitment platform5. 
The typical structure of an online vacancy is 
presented in Table 2.

Along with the presented data structure and 
methods used in the related works, the main 
interest of the work is to organize the process of 
knowledge extraction (groups of occupations and 
unified skills) from unstructured data. Then the 
opportunity to determine highly demanded skills 
and skillsets within occupational groups can be 
performed in an accurate manner. Despite the 
use of classification algorithms for aggregation 
of job occupations in related works, the current 
dataset has already been codified by the data pro-
ducer. Thus, we assume at the preliminary stage 
of analysis that occupational groups already exist. 
In order to organize the algorithm description, 
several concepts need to be formalized and sim-
plified for research purposes.

Definition  1. Online vacancy. Let I be the 
set of vacancy identifiers; H is the set of spe-
cialization codes; S is the set of key skills in  
text format. Suppose  is  
the set of vacancies; an online vacancy v is 
a 6-tuple v = (i, C, d, p, g, K ), where   ,  

 is the subset of specializa-
tion codes, d is the vacancy published date, p 
is the text name of vacancy’s position, g is the 

4  HeadHunter API, https://dev.hh.ru
5  SimilarWeb: websites ranking, https://www.similarweb.com/top-websites/russian-federation/

category/jobs-and-career/jobs-and-employment
6   HeadHunter API: Specializations, https://api.hh.ru/specializations

Table 2.
Structure of a typical HeadHunter online job advertisement

Field
Field type

Description
Structured Unstructured

Vacancy ID + Numeric code

Specialization ID + Set (from 1 to 6 including) of numeric codes6

Published date + Long date format

Position Name + Text

Job description + Text

Key skills + Set of texts (30 at maximum: each up to 100 symbols)
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text description of the vacancy,  
is the subset of skills (in text format) for a par-
ticular vacancy.

Current research is concentrated on the 
IT sector and the methodology is tested on 
the local job market (the city of Saint Peters-
burg). Online-vacancies from the IT sphere 
in Saint Petersburg were extracted from 2015 
till 2019 (the official HeadHunter classifica-
tion is used to obtain IT-related vacancies by 
Specialization ID). Each data entry of a par-
ticular vacancy  (v) contains of the ID-code 
of the vacancy  (i), HeadHunter specializa-
tion codes (C) and the list of skills required 
for a particular employer  (K). The research 
objectives are concentrated on the process 
of skills’ determination, thus, the portion 
of data where skills are given in the separate 
data entry are used. Such a sample consists 
of 63.869 vacancies from May 2015 till Sep-
tember 2019. Each vacancy includes from 1 
to 6 professional area codes (HeadHunter 
professional area classifier). The distribution 
along 36 areas (inside the group of IT sphere) 
is presented in Table 3.

Despite the HH classifiers’ distribution, 
some spheres could be deleted and merged in 
onw bigger subgroup. In accordance with the 
classification introduced in  [20] we define 
6  +  1  groups of IT specialists. After delet-
ing vacancies with not a purely IT profile and 
regrouping, 56.000 observations (vacancies) 
are obtained. The share of deleted professional 
areas is 10.2%. The new distribution among 
the rest of aggregated occupational groups of 
vacancies and their names are presented in the 
Table 4.

Definition 2. Job occupation (occupational 
group). Let H be the set of specialization codes 
(identifiers). Suppose O is the ordered set of 
aggregated job occupations, a job occupation  
o  O, is a 2-tuple , where L  H is 
the subset of specialization codes attribut-
ing the particular aggregated group with text 
name a.

Table 3.
Distribution of vacancies by HeadHunter  

specializations in data sample

HeadHunter  
Specialization 

ID

Share, 
% Name

1.221 20.37 Software Development

1.82 7.99 Engineer

1.9 4.90 Web Engineer

1.89 4.52 Internet

1.10 4.18 Web Master

1.327 3.83 Project Management

1.225 3.42 Sales

1.137 3.21 Marketing

1.272 3.11 System Integration

1.295 3.04 Telecommunication

1.211 2.99 Support, Helpdesk

1.117 2.90 Testing

1.270 2.86 Networks

1.273 2.73 System Administrator

1.25 2.69 Analyst

1.172 2.62 Entry Level, Little Experience

1.50 2.25 ERP

1.400 2.11 SEO

1.536 2.10 CRM Systems

1.474 2.04 Startups

1.359 1.75 E-Commerce

1.116 1.58 Content

1.475 1.51 Video Games Development

1.113 1.50 Consulting, Outsourcing

1.246 1.42 Business Development

1.420 1.39 Database Administrator

1.395 1.04 Banking Software

1.203 1.01 Data Communication  
and Internet Access

1.110 0.98 IT Security

1.161 0.86 Multimedia

1.296 0.67 Technical Writer

1.274 0.66 Computer Aided Design Systems

1.3 0.64 CTO, CIO, IT Director

1.277 0.61 Mobile, Wireless Technology

1.30 0.34 Art Director

1.232 0.18 Producer
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Table 4.
Distribution of vacancies among IT occupational groups

Name Short name Share, % HeadHunter Specialization ID

High-level IT specialists high 13.10 1.327, 1.272, 1.25, 1.113, 1.3

Low-level IT specialists low 3.66 1.172, 1.296

Engineering professionals engineers 16.18 1.82, 1.295, 1.117, 1.277

Software developers soft 22.67 1.221

Web and multimedia developers web 20.13 1.9, 1.89, 1.10, 1.400, 1.475, 1.161

Administrators and database 
designers admin 19.30 1.211, 1.270, 1.273, 1.50, 1.536, 1.420, 

1.395, 1.203, 1.110

Others others 4.96 1.474, 1.359, 1.274

To simplify the further analysis of key 
skills extraction for particular occupational 
groups (O, where |  for proposed dataset), 
all data processing is organized on the whole 
sample during the 5 years of data presented. As 
an assumption for such aggregation, the rela-
tive distribution of vacancies in occupational 
groups is used (Figure 1). Thus, the proportion 
of data in the sample is relatively the same for 

each occupational group in a time perspective.

Following the research objectives of the cur-
rent work, key skills and their combinations 
should be unified and extracted along the set 
of vacancies (V). However, before introducing 
the skills’ extraction algorithm, each online 
vacancy that may relate to several job occupa-
tions should be mapped in the new data struc-
ture (IT online vacancy).

Fig. 1. Distribution of vacancies by occupational groups in time perspective
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Input: IT online vacancies .
Output: the set of standardized terms (skills) , matched to database of online-vacancies.

1. let  denote the set of unique text descriptions (skills) obtained from 

2.
let B denote the set 2-tuples: text description (skill) and its frequency (number of occur-

rences) in 

3. foreach  do
4. 	 b

i
  occurrences of  in  

5. 	 B[i] = (  , b
i 
)

6. end foreach
7. sort B in descending order by b

8. procedure FrequentTerms(h, t)

9. 	   subset of h if h
i
 > t,  h

i
  h 

10. 	 return 

11. end procedure
12. introduce threshold t

13.   FrequentTerms(B(b), t)

14.
T  3-tuple set of manually standardized terms T = (u, x, xs), where u denotes identifier of 

standardized term (skill), x – the name in text format, xs – the set of synonyms in text for-
mat for particular pair (u, x) 

15. function Tokenizer(j)

16. 	 white space normalizer

17. 	 punctuation removal

18. 	 lowercase

19. 	 stemming (English & Russian)

20. 	 stopwords removal (English & Russian)

21. end function
22. procedure NGrams(J, n)

23. 	 for j in J do
24. 		  G n-grams of size n for Tokenizer(j)

25. 		  add G to ngramterms	

26. 	 end for
27. 	 return ngramterms

28. end procedure
29. introduce thresholds t

1
, t

2
, t

3

30. ngram1:= FrequentTerms(NGrams(B (s), 1), t
1
)

31. ngram2:= FrequentTerms(NGrams(B (s), 2), t
2
)

32. ngram3:= FrequentTerms(NGrams(B (s), 3), t
3
)

33. for obtained databases with n-grams provide manual processing (clear uninformative terms)

34. each entry in these n-grams databases has the set of  identifiers

35. procedure MatchTerms(X, Y)

In order to provide the results of finding key 
skills and skillset by job occupations, the skill 
extraction algorithm is organized. Hereinaf-

ter, the algorithm of skills’ extraction is imple-
mented to IT online vacancies. 
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36.
	 let L is the set of unique combinations from X and Y, where ;  

l
1
, l

2 
 are sets of  identifiers (i,  )

37. 	 for l
1
, l

2
 in L do

38. 		  M  Jaccard Similarity:  

39. 		  if >0.5 do
40. 			   add (l

1
, l

2
 ) to termsmatched

41. 		  end if
42. 	 end for
43. 	 return termsmatched

44. end procedure
45. for each pair of datasets: ngram1, ngram2, ngram3 provide MatchTerms(X, Y)  M1, M2, M3

46.
for each pair of datasets T, M1, M2, M3 provide MatchTerms( ) procedure, where 

,  {M1,M2,M3}

47.    X left-join Y

48.  – is output database, with standardized terms, their synonyms, unigrams, bigrams, trigrams

Definition  3. IT online vacancy. Let J  V  
be the set of IT online vacancies, where 

    . Let c denote the 
classification codes from online vacancy as 
follows:   C, where z  6. Let  
denote the ordered set of labels obtained from 
job occupations with relation (L, a)   
in the following form  = (

1
, ..., 

q
), where  

q = |O|. Introduce the function 

,

that associates the occupational classification 
codes from job occupation o with codes from 
aggregated job occupations . Introduce map-
ping relation H:  that provides the multi-
label classification and maps the set of aggre-
gated job occupations  on the basis of the 
occupational classification codes as follows 

, where  is the 
set of aggregated group names. Thus, an IT 
online vacancy о is a 3-tuple j = (i, , K). 

In Table 5, the distribution of obtained vacan-
cies by aggregated groups (job occupations) 
is presented. The distribution of job occupa-
tions assigned by companies in the database 

is not homogeneous. In other words, a por-
tion from 6 to 30% in each job occupation is 
strongly related to the occupation itself. The 
other major part of vacancies relates to more 
than one aggregated group. Thus, in the fol-
lowing analysis the diversification of skills that 
are related to a particular job occupation is 
needed.

Specifically, assigning the algorithm to the 
dataset of IT online vacancies the procedure of 
extracting skills (skillsets) is as follows. In the 
data sample 13.347  raw unique skills are pre-
sented. The descriptions of such skills are not 
unified in general. In other words, each com-
pany can enter its own text string from 1 to 100 
characters. For example, one skill’s entry may 
contain one word/phrase or a sentence con-
taining such words separated with punctuation 
symbols or spaces (no generic format). In order 
to automate the extraction of certain skills and 
unify different forms of notation of one term, 
text mining techniques are used. 

According to [20], on the first stage of data 
preprocessing n-grams (contiguous sequence 
of  items) of words can be constructed. From 
the vector corpus (TF–IDF) of skills pre-
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sented in vacancies’ descriptions, uni-, bi- 
and tri-grams were constructed with the use 
of the following tokenizer: removing all punc-
tuation and extra spaces, lowercase to all let-
ters, words’ stemming both in English and 
Russian language, stop words removal. Within 
these extracted terms, the initial structure and 
formulation of skills were saved. The first step 
is the extraction of meaningless words (non-
informative itself) and messy data separa-
tion from informative patterns. For the uni-
gram database, 348  entries were extracted 
from 5.234  non-unique terms; for bigram  – 
577 out of 1.090; for trigram  – 110 out of 
303. The second step is the creation the data-
base of synonyms for already obtained pat-
terns. HeadHunter API: Suggestions (Key 
skills suggestions) allows us to obtain a por-
tion of synonyms for manual processing of 
obtained terms. After such synonym extrac-
tion, the term matrix for 707  terms was 
obtained (1.296  entries for manual check-
ing). The third step is the addition of terms 
from the Stack Overflow Developer Survey7 

(108 terms for the most popular IT technolo-

7   Stack Overflow Annual Developer Survey, https://insights.stackoverflow.com/survey/

gies names) and final correction of appropri-
ate terms (database with reference terms and 
their synonyms). 

As a result, 435 standardized terms were 
obtained within 420 synonyms for them. Such 
dataset contains both technical (hard) and 
non-technical (soft) skills for the given sector 
of the labor market. The last stage is composed 
through intersection of raw skills (codified 
with unique identification codes), matched 
exactly with specific terms obtained from a 
manually corrected list of HeadHunter syn-
onyms and the results from TF-IDF matri-
ces (for uni-, bi-, tri-grams), resulted within 
the pairs: skill ID and term. In order to auto-
matically define the closeness between several 
terms (on the basis of the unique set of IDs for 
each term) and match the rest of the data with 
the given standardized terms, the Jaccard dis-
tance measure is used. For example, the simi-
larity between two sets of words (terms) Aand 
B could be found with the following formula:

Table 5.
Distribution of aggregated occupations in data sample

Short name Number of vacancies % of non-mixed vacancies by occupational groups

high 19.266 16.28

low 5.383 17.28

engineers 23.787 10.15

soft 33.333 29.78

web 19.312 9.29

admin 20.825 6.18

others 7.293 15.80
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Table 6.
Top-20 skills by their occurrence 

 in the sample dataset  
for the IT sector

Skill Name
% of occurrences  

in database  
of skills

HTML/CSS 6.73

JavaScript 4.69

1С 3.48

SQL 3.25

PHP 2.63

Git 2.53

Linux 2.32

Java 2.28

MySQL 1.86

Negotiation skills 1.61

Sales Skills 1.52

Business communication 1.51

English 1.45

Testing Framework 1.43

Python 1.40

jQuery 1.36

C/C++ 1.30

OOP 1.29

C# 1.28

.net 1.27

This measure is appropriate for categori-
cal data closeness comparison and its value is 
in the range from 0 to 1 inclusive. However, 
the choice of the cutoff-point highly depends 
on the data and research objectives. As the 
threshold for identifying close terms, the level 
above 0.5 is used (after manual processing of 
obtained datasets). Thus, 53.672 vacancies 
(95.8% of the initial sample) contain at least 
one of standardized skill from the previously 
obtained dataset of terms and their synonyms. 
The percentage representation of the Top-20 
standardized skills (by the number of occur-
rences in the sample) among the whole data-
set is presented in Table 6.

However, following the objectives of the 
current research, the particular analysis of 
relevant and highly-demanded (from employ-
er’s side) skills (and their combinations) lies 
behind the determination of relevant skills 
that are at the same time strongly related to a 
particular occupational group (specific skills) 
and supported by a relatively large number of 
employers.

After the data preparation of the data-
set of vacancies, the following data structure 
is obtained: the dataset of 305.217  observa-
tions (particular skill/term from the vacancy), 
where each observation has the ID of a stand-
ardized skill, the ID of the vacancy and the 
occupational group code. In order to provide 
the classification of skills in accordance with 
the stated groups of vacancies, the process of 
finding pairs and triplets of skills was con-
ducted for each vacancy group. After obtain-
ing the pairs and triplets of skills (non-zero 
by Jaccard Similarity), the highly matched 
(threshold by Jaccard Similarity) skills were 
extracted. The general scheme of the pro-
posed algorithm implemented to the dataset 
is presented in Figure 2.

On the first step, all 435 skills, pairs of them  
(  = 94.435) and triplets (  = 1.362.345) 
were used for finding the Jaccard Similarity for 
each of 7 groups of vacancies (occupations). 
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Skills extraction

IT-vacancies: 56.000 
Unique terms: 13.347 

Entries: 368.380

3-grams2-grams1-grams

Matching DBs (Jaccard Similarity > 0.5)        N-grams: Inner-Join       Raw terms vs. Matched N-grams: Left-Join

Pairs (combination): Triplets (combination):

N-grams

1. white space normalizer
2. punctuation removal
3. lowercase
4. stemming (English & Russian)
5. stopwords removal (English & Russian)

Raw terms (with repetitions) 
368.380 entries

Terms’ standardization

HH suggestions  
Synonyms

StackOverflow 
Standard Terms

Most frequent extraction (36 and more)

Fig. 2. Baseline algorithm of skills extraction from unstructured database

Cleaning Data

TF iDF tokenizer

435  
standardized terms

(420 synonyms)

IT-vacancies: 53.672 
Unique terms: 435 
Entries: 305.217

Match by entries’ IDs435 standardized terms 
(420 synonyms)

Online-vacancies:  
63.869
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Secondly, using pairs and triplets of skills (unique 
combinations without repetitions), each data-
set with terms was ranked by Jaccard Similarity 
(after removing such observations, where Jac-
card Similarity equals zero) within their quan-
tiles (permilles: 0.1% step for pairs and triplets 
in order to produce the variability). 

For each pair and triplet of skills, such a meas-
ure was calculated on the basis of the number 
of vacancies that include such combinations. 
Thirdly, the differences in ranks for each pair 
of vacancies’ groups were found. Fourthly, in 

8    IQR – interquartile range

order to extract the specific features (set of 
skills), the outliers in such distribution were 
found (as a provision for highly diverse skills 
and skillsets that can describe and separate 
groups of vacancies. The statistical logic behind 
this shows that the distribution of ranks’ differ-
ences is quite close to normal and the detection 
of outliers (too vast difference in ranks of skills 
and skillsets) allows us to provide the appropri-
ate selection of skills which can separate differ-
ent groups of vacancies. For example, several 
pairs of such groups are represented in Figure 3 
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Fig. 3. Distribution of rank differences by Jaccard Similarity for occupational groups
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9   Full lists of pairs and triplets may be presented by the authors upon request

(cutoffs for skills detection are boundaries of 
whiskers in boxplot: 1.5 IQR8 below and upper 
for relatively appropriate quantile rank differ-
ence).

Fifthly, for extracted pairs and triples, 
the procedure of addition of unique skill-
sets (different sets of skills) for each pair of 
an occupation’s groups is provided. Thus, 
in the cross-intersection of skills (tech-
nically, with zero value of Jaccard Simi-
larity) only those in above 95% (by quan-
tile difference) are added in order to 
detect initially key (and different) skillsets. 
Sixthly, for each pair of vacancies’ groups  
(  = 21), core and determinant skills (and 
their combinations) were determined (and 
skills, which are unique in certain class in the 
last decile, were added for them unique skills 
by cross-intersection). Thus, three matrices  
7  7 were obtained, where on the cross-sec-
tion of i-th row and i-th column (i  j) the 
unique sets of skills (codified separately for 
unique skills, their pairs and triplets) are pre-
sented (distinguished and unique above 95% 
threshold skills of i-th group, comparing with 
j-th group of occupations). Eighthly, such 
skills were extracted in the following man-
ner: the presence of core skills that deter-
mines each occupational group was already 
set, thus, with the use of by-row intersection 
(for each of given matrices), determinant 
ones (core and different for the given occu-
pational group) are extracted. The following 
thresholds are used: for pairs the threshold of 
at least 2/3 different from the other groups (4 
and more out of 6 the rest groups repeated); 
for triplets 100% different skills (6 out of 6). 
Using the logic given above, the lists of such 
skills were obtained for each particular occu-
pational group of vacancies that represents at 
the same time core (highly-demanded) skills 
from companies and skills inherent in the 
particular occupation.

3. Results

On the stage of key skills and skillsets deter-
mination for different occupational groups 
in the IT sector, the most popular skills are 
extracted. In accordance with the different 
occupations, such skills are presented in the 
form of the Word Clouds by Top-50 skills for 
each occupation (by the number of occur-
rences in vacancies’ description) in Figure 4.

However, within the presence of vacancies 
that are related to several occupations, several 
skills are duplicated among different groups 
of occupations. Thus, at the stage of extrac-
tion of pairs and triplets of skills such duplica-
tion is reduced using the cross-intersection of 
determinant skills. The most in demand and 
at the same time occupational specific pairs 
of skills are presented in Table 7, triplets – in 
Table 8 9. 

As a result, from the qualitative point of 
view, the sets of skills in high demand are 
extracted for different occupational groups. 
Moreover, using pairs and triplets of skills, the 
specific combinations of skills are obtained. 
Thus, the proposed methods of skills prepa-
ration and extraction could be useful for a 
broader understanding of the demand side of 
the labor market and provide more evidence 
for the educational system in order to main-
tain and renew educational standards to fol-
low the trends (in skills) on the labor market.

Conclusion

Along with the results obtained in this work, 
it is worth mentioning that the market is slightly 
diverse in terms of certain occupational groups 
segregation. In other words, this work provides 
an opportunity to run the set of classification 
and clusterization algorithms in order to provide 
the other occupational separation. In addition, 
the results are limited by the presence of posted 
vacancies in the specific online source of data but 
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Fig. 4. Top-50 skills by occupational groups
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Table 7.

Key pairs of skills by occupational groups

Skill 1 Skill 2 Jaccard Similarity Group

Dart Flutter 0.167 high

Billing Solaris 0.136 high

Arduino Raspberry Pi 0.125 high

Technical means of information protection Assembly 0.073 high

Means of cryptographic information protection Assembly 0.065 high

Production automation CAD 0.125 low

CCNA OSPF 0.125 low

A/B tests Mobile Marketing 0.100 low

Arduino ARM 0.083 low

Business Process Optimization Citrix 0.038 low

Network monitoring systems Google Cloud Platform 0.071 engineers

Cordova Xamarin 0.065 engineers

Personnel Management Yandex.Metrika 0.014 engineers

Elasticsearch Node.js 0.011 engineers

MS SharePoint Windows 0.010 engineers

Firebase Google Cloud Platform 0.083 soft

Grammatically correct speech Drawing up contracts 0.015 soft

Elasticsearch Yii 0.011 soft

Scrum TFS 0.010 soft

Contextual advertising Search and customer acquisition 0.006 soft

Business Intelligence Systems Olap 0.063 web

3D Altium Designer 0.022 web

SPA Unit Testing 0.018 web

Writing Articles Google AdWords 0.017 web

API Mercurial 0.016 web

Website technical audit Technical translation 0.074 admin

Analytical research System analysis 0.033 admin

Apache Windows Server 0.029 admin

REST Xsd 0.022 admin

API Xsd 0.016 admin

Proofreading Texts Adobe Lightroom 0.111 others

Mobility Billing 0.111 others

Pandas Wifi networks 0.100 others

Website technical audit SMO 0.091 others

A/B tests Business Analysis 0.080 others
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Table 8.
Key triplets of skills by occupational groups

Skill 1 Skill 2 Skill 3 Jaccard 
Similarity Group

ARM GCC Raspberry Pi 0.019 high

Media planning Marketing campaign planning facebook 0.018 high

CentOS EJB NetBeans 0.017 high

Video processing Adobe Premier Pro SketchUp 0.013 high

Business planning Mobile Marketing Product Marketing 0.012 high

Production automation Instrumentation CAD 0.050 low

Process Automation Instrumentation CAD 0.048 low

Production automation Process Automation CAD 0.043 low

Debian OSPF VLAN 0.043 low

Analytical research Business Analysis Product Marketing 0.038 low

Video processing Image processing Adobe Lightroom 0.020 engineers

Conducting correspondence 
in a foreign language Writing Press Releases Technical translation 0.018 engineers

Writing Press Releases Written translation Technical translation 0.015 engineers

Image processing Adobe After Effects Adobe Lightroom 0.014 engineers

FreeBSD OSPF VLAN 0.014 engineers

Search engine optimization sites Work with exchanges Website technical audit 0.021 soft

Mathematical analysis MATLAB R 0.017 soft

Mathematical statistics MATLAB R 0.016 soft

Proofreading Texts Writing Press Releases Presentation Preparation 0.013 soft

Work with exchanges Website technical audit SMO 0.013 soft

Microsoft Azure TensorFlow Torch/PyTorch 0.020 web

Banner advertising Video processing Adobe Premier Pro 0.016 web

Reporting Tax reporting Billing 0.016 web

Proofreading Texts Writing Press Releases Rewriting 0.015 web

Microsoft Azure Spark TensorFlow 0.014 web

Mathematical analysis Olap VBA 0.019 admin

Mathematical analysis A/B tests R 0.018 admin

Chef LDAP Wifi networks 0.015 admin

BGP Chef LDAP 0.013 admin

Chef LDAP OSPF 0.013 admin

Internal website optimization Website technical audit SMO 0.063 others

Internal website optimization Russian search engines SMO 0.048 others

Flask Pandas Wifi networks 0.037 others

Mobility Electronic document  
management Billing 0.031 others

Internal website optimization Lidogeneration SMO 0.027 others
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could be aggregated on the level of the popula-
tion, using the official statistics (if the objectives 
of the work will be directed to economic issues: 
salary, changes in time perspective, etc.).

Points for discussion are as follows. Firstly, the 
proposed database for the analysis has a highly 
diverse set of already defined occupations. In 
other words, introducing classification or clus-
terization for detecting occupational groups 
could improve the overall results. Nevertheless, 
the provided list of skills’ combinations is con-
structed in terms of occupation-specific skillsets 
extraction maintenance. 

Secondly, following the logic of mixed occu-
pations that could be declared by the employer 
in one specific vacancy, the skills’ grouping 
(e.g. “soft” and “hard” skills) may be used by 
the feature for classification purposes. Moreo-
ver, there are skills that are related to the tech-
nology itself and the framework for its imple-
mentation that cannot be separated in one-way 
or both directions. 

Thirdly, provision of the larger sequence of 
words in -grams (4 and more) may provide more 
evidence for extraction skills from unstructured 

databases. However, the computing power for 
calculating such algorithms could be extremely 
high and may demand the simplification of sim-
ilarity metrics calculation (e.g. using hash-func-
tions and approximate formulas). 

Fourthly, the extended implementation of 
the algorithm could be aimed at detection of 
key skillsets in the other sectors of the labor 
market, capturing changes in a time perspec-
tive and the organization of cross-regional 
comparison.

Finally, several contributions of the current 
work could be highlighted. Firstly, the proposed 
algorithm allows us to identify and standardize 
key skills which might be applicable for crea-
tion of the system of Russian classification for 
occupations and skills. Secondly, the algorithm 
allows us to provide lists of the most popular 
(key) combinations of skills that are in high 
demand by companies and employers inside 
each particular vacancy. Finally, the flexibility 
of the algorithm allows us to combine it with 
classification and clusterization techniques of 
data analysis that could be useful for research 
into the labor market.
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Abstract

In applied problems of business informatics related to data analysis (in particular, in the analysis 
and forecasting of time series, in the study of log files of business processes, etc.), problems of 
qualitative analysis arise. Qualitative analysis methods often use symbolic coding as a way of presenting 
information about the processes under study. In a number of situations, due to the fragmentation of 
such descriptions, the problem arises of reconstructing a complete symbolic description of a process 
(word) from its successive fragments (subwords). From the multiset of all subwords of a sufficiently 
large length, the original word is uniquely restored. In the case of insufficiently long subwords, several 
different reconstructions of the original word are possible. The number of feasible reconstructions can 
be reduced by determining the suffix and prefix of the reconstructed word. A method is proposed for 
determining the prefix and suffix of a word consisting of k – 1 symbols each on the basis of multiset  
of subwords of a fixed length equal to . We accept the hypothesis that this multiset is generated by a 
window of a fixed length  of one symbol shift in an unknown word. The method for determining the 
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Introduction

In the applied areas of business informat-
ics related to data analysis, such as time 
series analysis and forecasting [1–6], 

research of business process log files [7], etc., 
problems of qualitative analysis arise. In this 
case, one of the commonly used methods for 
presenting information about processes is sym-
bolic encoding [8]. Furthermore, a description 
of the behavior of a time series or a business 
process is encoded with a word over a finite 
alphabet which is the object of further research. 
However, in a number of cases, including the 
analysis of business processes and time series, 
researchers do not know the whole word, but a 
multiset of subwords that are consecutive frag-
ments of a certain word. Since in this case the 
positions of the subwords in the original word 
are unknown, the problem of reconstruction 
arises, i.e. the restoration of the unknown word 
from the original set of subwords [9–17]. This 
problem relates to a special section of discrete 
mathematics, namely the combinatorics on 
words [18]. The objects of research in the com-
binatorics on words are words over arbitrary 
alphabets, and the subject of research is the 
study of the combinatorial properties of vari-
ous sets of words, both finite and infinite. In 
real-life applied problems, information about 

words is often incomplete; for example, such a 
situation is inevitable in the analysis of infinite 
time series measured over finite time intervals.

We note that one of the important areas of 
practical application of the methods of combi-
natorics on words is the field of bio-molecular 
models and processes. At the same time, work 
with fragmentary information is characteris-
tic of a number of bio-informatics and genom-
ics problems. For example, the problem of 
sequencing genomes [19, 20] is essentially the 
problem of reconstructing words under con-
ditions of strong restrictions, implying unique 
reconstruction.

The problems of reconstructing words over a 
finite alphabet have different statements, dif-
fering both in the amount of information avail-
able and in the restrictions on feasible solutions 
[21–23]. Usually, these problems, as prob-
lems with incomplete information, are com-
plex, and obtaining any additional information 
obviously allows us to reduce the set of solu-
tions under consideration. 

In a qualitative analysis of time series [24, 25], 
the coding of the observed variable can be car-
ried out in a certain alphabet, for example, (A, 
B, C, D, E, F), which symbols can be used to 
name half-segments of the observed values of 

prefix and suffix is based on the construction and analysis of the matrix formed by subwords from V 
written in rows in arbitrary order and the use of the operator acting on multisets of characters of the 
alphabet formed by neighboring columns of this matrix. The method is capable of determining the 
prefix a1a2 ... ak – 1 and suffix b1b2 ... bk – 1, if ai  bi for any i from 1 to k – 1. If in the prefix and suffix 
ai  bi only for some values of i, the characters in the corresponding positions are determined, and  
aj = bj  for the remaining characters. In the worst case, the method concludes that  for any i from 
1 to , but does not determine the characters themselves. This is a situation in which the prefix and 
suffix coincide but cannot be determined.
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the variable in the ascending order. For exam-
ple, A is the name of the half segment of the 
smallest value, F is the largest. Since observa-
tions are recorded in discrete time, the descrip-
tion of the values of the time series by the names 
of half-segments is a word over the alphabet of 
names. If the observed process is characterized 
by sharp outliers of the observed value (up to 
level F) relative to the basal level (A, B) in one 
moment, as well as sharp drops (from F to B), 
then the resulting codewords of time series will 
not contain subwords CDE and EDC. In this 
case, if the initial data are subwords (scattered 
fragments of observations), then the problem 
of reconstructing a word from subwords is the 
problem of restoring the entire description of a 
time series under the assumption of the peculi-
arities of its behavior.

A similar situation arises when reconstruct-
ing business process log files in the presence 
of fragmented information. When describing 
business processes by the graph theory appara-
tus [7], a model (business process graph) can 
be represented as follows: process states are 
encoded by named vertices, and state tran-
sitions are encoded by edges identified with 
stages of the business process. Then the record 
of a particular implementation of a business 
process is a word over the alphabet of vertex 
names that reflects the state transition order. 
If the process is physically distributed between 
various organizations and executors, then 
most likely we will receive information about 
its complete performance in the form of a set 
of subwords. In addition, prohibited subwords 
can be interpreted as violations of the model 
(the regulation of the business process). The 
arising reconstruction problem, without for-
bidden subwords, means the possibility of a 
complete reconstruction of the entire process 
corresponding to the theoretical model.

Thus, it is of interest to study in detail the var-
ious versions of the word reconstruction prob-
lem with a certain set of subwords of shorter 
length, interpreted as a set of consecutive frag-

ments of an unknown word. Moreover, of inter-
est are both the case when the reconstructed 
word does not contain a predetermined forbid-
den subword and the case with the presence of 
forbidden subwords. One of the possible solu-
tions to this problem, based on subwords of 
fixed length, in the shift by one symbol hypoth-
esis, was proposed by the authors in [26, 27]. 
However, the set of possible reconstructions 
can be large and the problem arises of a pos-
sible reduction in the number of feasible solu-
tions for the “correct” reconstructed word. We 
want to obtain additional information from the 
initial set of subwords, which will be useful in 
reducing the resulting set of reconstructions. 
We are talking about the possibility of restor-
ing and / or determining the pattern of the pre-
fix and suffix of an unknown word, which, as 
part of the reduction procedure, will lead to the 
consideration of only those words that have the 
obtained patterns of prefix and suffix. It is the 
problem that is the subject of this article.

1. Terminology  
and notation

Further in the text of the article, the follow-
ing notation will be used:

 = {s
1
, s

2
, ... s

l 
} – alphabet where s

i
 is i-th 

symbol of the alphabet;

 – the k-fold Cartesian product (Carte-
sian product of set , i.e. the set of k-element 
tuples);

 – transitive closure of  (the set of 

all possible tuples);

w – a word (above the alphabet), which is a 
sequence of characters of the alphabet, while 
the actual characters of the alphabet are words 
by definition;

L() : L(C ) = W where C   is a set of 
tuples, W is a set of words. OperatorL() is an 
operator acting on a set of tuples; L() creates 
a set of words consisting of characters from  ;

a
i
  is i-th character of word w, a

i
  ;
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w = a
1 

a
2
 ...a

n
   is an arbitrary word 

consisting of n characters of alphabet ;

|w| = n – word length, defined as the number 
of its elements;

 – the set of all words 
of length k over alphabet .

Letw = a
1 
a

2
 ...a

n
  , and k < n, then

 – 

a subword of a word w of length k;

Q(w, i, k) is an operator that gives the sub-
word of length k of word w, starting with a 
character in position i. 

Let |w| = n, then the operator is defined for  
i + k – 1  n  so that

Q(a
1

 a
2
 ... a

n
, i, k) = a

i 
a

i+1
 ... a

i + k –1
,

Q(w, i, k)  L
k
;

For the following two operators, we assume 
that|w| = n  2 and 1  k < n:

P(w, k) = Q(w, 1, k) = a
1

 a
2
 ... a

k
  L

k
 is the pre-

fix of length k of word w;

S(w, k) = Q(w, n – k + 1, k) = a
n – k + 1

 ... a
n
  L

k
  

is the suffix of length k of word w;

SH1(w, k) is a shift by one operator. The 
operator, defined when |w| > k , generates a set 
of subwords of length k (the cardinality of this 
set is |w| > k + 1), performing a shift of a win-
dow of length k along word w, starting from the 
leftmost position of word w:

SH1(w, k) = {v
j 
| j = 1, |w| – k + 1; v

j
 =  

= Q(w, i, k)}.

2. Statement  
of the problem

Afterwards, we consider as a given: the length 
of the subword is k, the number of subwords 
is m, and the original multiset V of subwords 
over alphabet , considered as the basis for the 
reconstruction of some unknown word w:

The hypothesis of shift one accepted by the  
authors states that V is a multiset of subwords 
 of shift by one symbol alongside some un-
known word w, where |w| = n = m + k – 1 and

Informal statement: Under the hypothesis of 
shift one, is it possible to determine the pre-
fix and suffix of length k – 1 of the unknown 
word w, or to obtain any meaningful informa-
tion about its prefix and suffix using only mul-
tiset V?

Mathematical statement: For a given multi-
set V with the length k of the subwords and the 
number of subwords equal to m, determine pre-
fix P(w, k – 1) and suffix S(w, k – 1)  of length 
k – 1 of the original word w = a

1
 a

2
 ...a

n
, and 

indicate the conditions under which a solution 
is possible.

3. Method for determining  
the prefix and suffix

First, we note that the main problem, both in 
the aspect of the reconstruction problem and 
in the aspect of the problem of determining the 
suffix and prefix, is that we were initially given a 
multiset of subwords V, but not a tuple of sub-
words. The main difficulty is connected with the 
loss of order in the original subwords obtained 
by the shift operator.

We begin the solution of this problem by con-
structing matrix A consisting of m rows and k 
columns whose rows are words v

i
 from set V. 

Words from set V can be represented in form  
v

i
 =a

i1
, a

i2
, ... a

ik 
, and the elements of matrix 

A are the symbols of alphabet , i.e. A = (a
ij 

), 
where a

ij 
 is a symbol of the alphabet at the j-th 

position in the i-th word of multiset V in the 
order in which they are listed.
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We explicitly write matrix A in the direct 
sequence of the window of shift by one symbol. 
Obviously, in reality, in the order of enumera-
tion in multiset V, we will observe some per-
mutation of words of the direct sequence, and, 
consequently, the corresponding permutation 
of the rows of matrix A:

The solution to the problem of determining 
the prefix and suffix is based on the analysis 
of neighboring columns of this matrix. Let us 
consider the first and second columns. In each 
of them, at any permutation of rows, there will 
be symbol a

2
 that is the second symbol of the 

unknown word w, and symbol a
3
 that is the 

third symbol of w, etc. If the matching pairs of 
characters are deleted from these two columns, 
only a

1
 and a

n – k + 2
 remain if they are not equal. 

If they are different, we get their exact values. 
If a

1
 and a

n – k + 2
 coincide, then all characters in 

these columns will be crossed out, and we will 
get information that unknown, but coincident 
characters are in the corresponding positions 
of the prefix and suffix. We continue such an 
analysis for all k – 1 pairs of neighboring col-
umns of matrix A. Provided that after cross-
ing out pairs of matching characters we always 
have a mismatched pair, we will restore the pre-
fix and suffix of length k – 1 of the unknown 
word w.

We describe the method formally.

We introduce a tuple of all symbols of the 
alphabet for which multiplicities of elements 
are allowed

where multiplicity 0 yields an empty set  

in this position. We define operator G acting on 
the i-th column of matrix A and creating tuple 
C

i
 containing, for all characters of the alpha-

bet, their multiplicity in accordance with the 
number of characters in this column

We apply operator G to two columns of matrix 
A, and denote:

We introduce operator GS of obtaining a 
character that acts on two tuples of columns of 
matrix A according to the following rule:

Now apply operator GS to two consecu-
tive columns of matrix A. Due to the structure 
of successive columns of matrix A described 
above, the result of action of operator GS will 
be either a symbol or an empty set. Note that 
if GS(A, i, i + 1)  , then GS(A, i + 1, i)   
too. In this case, we define the n – k + i-th pre-
fix character a

i
 = GS(A, i, i + 1) and the n – k 

+ i-th character a
n – k + i 

= GS(A, i+1, i ) of the 
unknown word, which is the i-th character of 
suffix of length k – 1.

For example, if GS(A, 1, 2) = s
i 
, then we 

know the first character a
1
 = s

i
 of the unknown 

word w (the first character of the prefix) and, 
in this situation, the value GS(A, 2, 1) is not 
necessarily an empty set. Let GS(A, 2, 1) = s

j 
,  

and we get the first character a
n – k + 2 

= s
j
 of the 

suffix. If GS(A, 1, 2)  , then, it is obvious that 
GS(A, 2, 1)    too and we get information that 
a

1
 = a

n – k + 2
, but at the same time the symbol 

of the alphabet itself at these positions remains 
unknown to us.
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Since we have k – 1 consecutive pairs of col-
umns, then if for each consecutive pair of col-
umns operator GS gives a non-empty set, then 
using the “+” operation to indicate the concat-
enation of characters, we get the solution:

If for each pair operator GS yields an empty 
set, then the prefix and suffix characters remain 
unknown, but at the same time, we get infor-
mation about their equality as subwords

P(w, k – 1) = S (w, k – 1).

In a general case, we get information about 
prefix and suffix characters in the form of some 
pattern, and if these are specific characters, 
then they are located at the same positions of 
the prefix and suffix, and if the characters can-
not be determined, then we have information 
about that at these positions the prefix and suf-
fix characters match.

Let us give an example for word w = abbaaabb 
in alphabet   = {a, b} and the set of subwords 
obtained by the shift to one symbol opera-
tor with a window of width three. In this case,  
k =3, m = 6, n = 8, and matrix A has the form:

Applying operator G to the three columns of 
matrix A gives the following tuples:

GC(A, 1) = C
1
 = (a(4), b(2)),

GC(A, 2) = C
2
 = (a(3), b(3)),

GC(A, 3) = C
3
 = (a(3), b(3)).

and we getGC(A, 1, 2) = a, GC(A, 2, 1) = b, and 
GC(A, 2, 3) = GC(A, 3, 2) = . Thereby, we get 
the prefix pattern P(w, 2) = a* of length two 
of word w = abbaaabb, and the suffix pattern  
S(w, 2) = b*, where symbol  denotes an 
unknown but matching symbol in the corre-
sponding positions of the prefix and suffix (in 
fact, this is the symbol “b”).

4. Application  
to the reconstruction  

problem

In one of the previous articles [26], the 
authors proposed a solution to the problem 
of complete reconstruction, under the condi-
tions of a given multiset of subwords and one 
shift hypothesis. In some cases, the number of 
reconstructions determined by the number of 
Euler paths or cycles in the corresponding de 
Brain multi-graph can be significant [26].

Let us introduce the set of possible word 
reconstructions by the initial set V:
	

In this case, if | W |  2, then reconstruction 
is possible and there can be many of them. 
Let w*  be the word under consideration, that 
is unknown to us, based on which the set V is 
obtained, where V = SH1(w*, k). Then when 
choosing a possible reconstruction in set W, we 
select only those words that possess the prefix 
and suffix obtained by the operator GS, taking 
into account patterns with possibly unknown 
characters. As a result we obtain

where w*   is guaranteed.

This leads to a reduction in the resulting 
set of reconstructions, since we consider only 
those words that have the given prefix and suf-
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fix patterns. Moreover, this approach can be 
applied not only to reduce a finite set of recon-
structions, but to consider the prefix as a pat-
tern for choosing the initial arcs for the Euler 
paths in the de Brain multi-graph when con-
structing the reconstruction [26].

Conclusion

In this article, in the aspect of solving the 
problem of reconstruction of symbolic descrip-
tions of time series and logs of business pro-
cesses, a solution to the problem of determin-
ing the prefix and suffix of an unknown word is 
proposed. The solution is based on the assump-
tion that the full set of subwords of fixed length 
k, originally generated by the window of length 
kgoing alongside an unknown word with a 
shift to one symbol, is initially given. A solu-
tion has been obtained that allows us to acquire 
information about the prefix and suffix of an 

unknown word or some patterns for the prefix 
and suffix. The proposed solution allows us to 
obtain additional information about possible 
reconstructions, and thereby reduce the num-
ber of possible word reconstructions for a given 
set of subwords. In the best case, the proposed 
method allows us to determine the prefix and 
suffix of length k of an unknown word, or, in 
the worst case, to state that the prefix and suf-
fix coincide.

The results can be used in conjunction with 
solving the reconstruction problem [26, 27] to 
reduce the set of possible reconstructions dur-
ing qualitative analysis in such problems of 
business informatics as analysis of time series 
and logs of business processes. 
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