
HSE SCIENTIFIC JOURNAL Publisher: 
National Research University   
Higher School of Economics

The journal is published quarterly 

The journal is included  
into the list of peer reviewed  
scientific editions established  
by the Supreme Certification  

Commission of the Russian Federation

Acting Editor-in-Chief
E. Zaramenskikh 

Computer Making-up:
O. Bogdanovich

Website Administration:
I. Khrustaleva 

Address: 
26-28, Shabolovka Street,  
Moscow 119049, Russia

Tel./fax: +7 (495) 772-9590 *28509
http://bijournal.hse.ru 

E-mail: bijournal@hse.ru

Circulation: 
English version – 100 copies, 
Russian version – 100 copies, 

online versions in English and Russian – 
open access

Printed in HSE Printing House
44, build.2, Izmaylovskoye Shosse, 

Moscow, Russia

© National Research University  
Higher School of Economics 

Vol. 16  No. 1 – 2022

V.L. Makarov, A.R. Bakhtizin, G.L. Beklaryan,  
A.S. Akopov, N.V. Strelkovskii

Simulation of migration and demographic  
processes using FLAME GPU.................................................7

Y.A. Zelenkov

Analysing the firm failure process using  
Bayesian networks..................................................................22

T.K. Bogdanova, L.V. Zhukova 

Information-logical model of express analysis  
of the state of the enterprise that meets  
the requirements of standards and regulations,  
based on publicly available data..............................................42

A.I. Altynov

Digital transformation of music aggregation  
and distribution companies: The case of Russia......................56

N. Gautam, N. Kumar 

Customer segmentation using k-means  
clustering for developing sustainable  
marketing strategies...............................................................72

S. Madadi, F. Hosseinzadeh Lotfi,  
M. Fallah Jelodar, M. Rostamy-Malkhalifehd

Centralized resource allocation based  
on energy saving and environmental  
pollution reduction using DEA models..................................83



BUSINESS INFORMATICS   Vol. 16  No. 1 – 2022

2

B
usiness Informatics is a peer reviewed interdisciplinary academic journal published since 
2007 by National Research University Higher School of Economics (HSE), Moscow, 
Russian Federation. The journal is administered by HSE Graduate School of Business. 

The journal is published quarterly. 

The mission of the journal is to develop business informatics as a new field within both information 
technologies and management. It provides dissemination of latest technical and methodological 
developments, promotes new competences and provides a framework for discussion in the field 
of application of modern IT solutions in business, management and economics. 

The journal publishes papers in the areas of, but not limited to: modeling of social and economic 
systems, digital transformation of business, innovation management, information systems and 
technologies in business, data analysis and business intelligence systems, mathematical methods 
and algorithms of business informatics, business processes modeling and analysis, decision 
support in management. 

The journal is included into the list of peer reviewed scientific editions established by the Supreme 
Certification Commission of the Russian Federation.

The journal is included into Scopus, Web of Science Emerging Sources Citation Index (WoS 
ESCI), Russian Science Citation Index on the Web of Science platform (RSCI), EBSCO.

International Standard Serial Number (ISSN): 2587-814X (in English), 1998-0663 (in Russian).  

ABOUT  
THE JOURNAL 



ACTING EDITOR-IN-CHIEF
Evgeny P. Zaramenskikh
National Research University Higher School of Economics,  
Moscow, Russia

EDITORIAL BOARD
Habib Abdulrab 
National Institute of Applied Sciences, Rouen, France

Sergey M. Avdoshin 
National Research University Higher School of Economics,  
Moscow, Russia

Andranik S. Akopov 
National Research University Higher School of Economics,  
Moscow, Russia

Fuad T. Aleskerov 
National Research University Higher School of Economics,  
Moscow, Russia

Alexander P. Afanasyev 
Institute for Information Transmission Problems (Kharkevich  
Institute), Russian Academy of Sciences, Moscow, Russia

Anton A. Afanasyev 
Central Economics and Mathematics Institute, Russian Academy  
of Sciences, Moscow, Russia

Eduard A. Babkin 
National Research University Higher School of Economics,  
Nizhny Novgorod, Russia

Sergey I. Balandin 
Finnish-Russian University Cooperation in Telecommunications 
(FRUCT), Helsinki, Finland

Vladimir B. Barakhnin
Federal Research Center of Information and Computational  
Technologies, Novosibirsk, Russia

Alexander P. Baranov 
Federal Tax Service, Moscow, Russia

Jorg Becker
University of Munster, Munster, Germany

Vladimir V. Belov 
Ryazan State Radio Engineering University, Ryazan, Russia

Alexander G. Chkhartishvili 
V.A. Trapeznikov Institute of Control Sciences, Russian Academy  
of Sciences, Moscow, Russia

Vladimir A. Efimushkin 
Central Research Institute of Communications, Moscow, Russia

Tatiana A. Gavrilova 
Saint-Petersburg University, St. Petersburg, Russia 

Herv  Glotin
University of Toulon, La Garde, France

Alexey O. Golosov 
FORS Development Center, Moscow, Russia

Andrey Yu. Gribov 
CyberPlat Company, Moscow, Russia

Alexander I. Gromoff 
National Research University Higher School of Economics,  
Moscow, Russia

Vladimir A. Gurvich 
Rutgers, The State University of New Jersey, Rutgers, USA

Laurence Jacobs 
University of Zurich, Zurich, Switzerland

Liliya A. Demidova 
Ryazan State Radio Engineering University, Ryazan, Russia

Iosif E. Diskin 
Russian Public Opinion Research Center, Moscow, Russia

Nikolay I. Ilyin 
Federal Security Guard of the Russian Federation,  
Moscow, Russia

EDITORIAL BOARD

Dmitry V. Isaev 
National Research University Higher School of Economics,  
Moscow, Russia

Alexander D. Ivannikov  
Institute for Design Problems in Microelectronics, Russian Academy  
of Sciences, Moscow, Russia

Valery A. Kalyagin 
National Research University Higher School of Economics,  
Nizhny Novgorod, Russia

Tatiana K. Kravchenko 
National Research University Higher School of Economics,  
Moscow, Russia

Sergei O. Kuznetsov 
National Research University Higher School of Economics,  
Moscow, Russia

Kwei-Jay Lin
Nagoya Institute of Technology, Nagoya, Japan

Mikhail I. Lugachev 
Lomonosov Moscow State University, Moscow, Russia

Svetlana V. Maltseva 
National Research University Higher School of Economics,  
Moscow, Russia

Peter Major 
UN Commission on Science and Technology for Development,  
Geneva, Switzerland

Boris G. Mirkin 
National Research University Higher School of Economics,  
Moscow, Russia

Vadim V. Mottl 
Tula State University, Tula, Russia

Dmitry M. Nazarov 
Ural State University of Economics, Ekaterinburg, Russia

Dmitry E. Palchunov 
Novosibirsk State University, Novosibirsk, Russia

Panagote (Panos) M. Pardalos 
University of Florida, Gainesville, USA

scar Pastor
Polytechnic University of Valencia, Valencia, Spain 

Joachim Posegga 
University of Passau, Passau, Germany

Konstantin E. Samouylov
Peoples’ Friendship University, Moscow, Russia

Kurt Sandkuhl 
University of Rostock, Rostock, Germany

Christine Strauss 
University of Vienna, Vienna, Austria

Ali R. Sunyaev 
Karlsruhe Institute of Technology, Karlsruhe, Germany 

Victor V. Taratukhin 
University of Munster, Munster, Germany

Jos  M. Tribolet
Universidade de Lisboa, Lisbon, Portugal

Olga A. Tsukanova 
Saint-Petersburg National Research University of Information  
Technologies, Mechanics and Optics, St. Petersburg, Russia 

Mikhail V. Ulyanov 
V.A. Trapeznikov Institute of Control Sciences, Russian Academy  
of Sciences, Moscow, Russia

Raissa K. Uskenbayeva 
International Information Technology University, Almaty, Kazakhstan

Markus Westner 
Regensburg University of Applied Sciences, Regensburg, Germany



BUSINESS INFORMATICS   Vol. 16  No. 1 – 2022

4

ABOUT THE HIGHER SCHOOL 
OF ECONOMICS

C
onsistently ranked as one of Russia’s 
top universities, the Higher School 
of Economics (HSE) is a leader in 

Russian education and one of the preeminent 
economics and social sciences universities in 
Eastern Europe and Eurasia. 

Having rapidly grown into a well-renowned 

research university over two decades, HSE sets 

itself apart with its international presence and 

cooperation.

Our faculty, researchers, and students 

represent over 50 countries, and are dedicated 

to maintaining the highest academic standards.  

Our newly adopted structural reforms support 

both HSE’s drive to internationalize and the 

groundbreaking research of our faculty, researchers, 

and students.

Now a dynamic university with four campuses, HSE 

is a leader in combining Russian educational traditions 

with the best international teaching and research 

practices. HSE offers outstanding educational 

programs from secondary school to doctoral studies, 

with top departments and research centers in a number 

of international fields.

Since 2013, HSE has been a member of the 5-100 

Russian Academic Excellence Project, a highly 

selective government program aimed at boosting the 

international competitiveness of Russian universities.
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ABOUT THE GRADUATE SCHOOL 
OF BUSINESS

H
SE Graduate School of Business was created 

on September 1, 2020. The School will 

become a priority partner for leading Russian 

companies in the development of their personnel and 

management technologies.

The world-leading model of a ‘university business 

school’ has been chosen for the Graduate School 

of Business. This foresees an integrated portfolio of 

programmes, ranging from Bachelor’s to EMBA 

programmes, communities of experts and a vast 

network of research centres and laboratories for 

advanced management studies. Furthermore, 

HSE University’s integrative approach will allow 

the Graduate School of Business to develop as an 

interdisciplinary institution. The advancement of 

the Graduate School of Business through synergies 

with other faculties and institutes will serve as a 

key source of its competitive advantage. Moreover, 

the evolution and development of the Business 

School’s faculty involves the active engagement 

of three professional tracks at our University: 

research, practice-oriented and methodological.

What sets the Graduate School of Business apart 

is its focus on educating and developing globally 

competitive and socially responsible business leaders 

for Russia’s emerging digital economy.

The School’s educational model will focus on a 

project approach and other dynamic methods for 

skills training, integration of online and other digital 

technologies, as well as systematic internationalization 

of educational processes.

At its start, the Graduate School of Business will 

offer 22 Bachelor programmes (three of which will be 

fully taught in English) and over 200 retraining and 

continuing professional development programmes, 

serving over 9,000 students. In future, the integrated 

portfolio of academic and professional programmes 

will continue to expand with a particular emphasis 

on graduate programmes, which is in line with the 

principles guiding top business schools around the 

world. In addition, the School’s top quality and all-

encompassing Bachelor degrees will continue to 

make valuable contributions to the achievement of the 

Business School’s goals and the development t of its 

business model.

The School’s plans include the establishment of 

a National Resource Center, which will offer case 

studies based on the experience of Russian companies. 

In addition, the Business School will assist in the 

provision of up-to-date management training at other 

Russian universities. Furthermore, the Graduate 

School of Business will become one of the leaders in 

promoting Russian education.

The Graduate School of Business’s unique 

ecosystem will be created through partnerships with 

leading global business schools, as well as in-depth 

cooperation with firms and companies during the 

entire life cycle of the school’s programmes. The 

success criteria for the Business School include 

professional recognition thanks to the stellar careers 

of its graduates, its international programmes and 

institutional accreditations, as well as its presence on 

global business school rankings.
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Abstract

This article presents an approach to modeling migration and demographic processes using a 
framework designed for large-scale agent-based modeling – FLAME GPU. This approach is based 
on the previously developed simulation model of interaction between two communities: migrants 
and natives that is implemented in the AnyLogic simulation software. The model has had a low 
dimensionality of the discrete space representing the operating environment of the agent populations 
and a deterministic decision-making system of each agent. At the same time, the presence of multiple 
interactions between agents and transitions between their states determines a high computational 
complexity of such a model. The use of FLAME GPU makes it possible to conduct extensive 
simulation experiments with the model, mainly due to the parallelization of computational processes 
at the level of each agent, as well as the implementation of the mechanism of multiple computations 
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using Monte Carlo techniques. The developed framework is used to study the impact of the most 
important parameters of the model (e.g., rate of migration, governmental expenditures on integration, 
frequency of creation of new workplaces, etc.) on the key outputs of the modeled socio-economic 
system (in particular, population size, share of migrants, number of assimilated migrants, GDP growth 
rate, etc.). The proposed approach can be used to develop decision-making systems for planning the 
hiring of new employees based on the forecast dynamics of migration and demographic processes.

Keywords: agent-based modeling, migration and demographic processes, population dynamics, 
large-scale modeling, parallel computing on GPU, supercomputer modeling, decision support

Citation: Makarov V.L., Bakhtizin A.R., Beklaryan G.L., Akopov A.S., Strelkovskii N.V. (2022) 
Simulation of migration and demographic processes using FLAME GPU. Business Informatics,  
vol. 16, no. 1, pp. 7–21. DOI: 10.17323/2587-814X.2022.1.7.21

Introduction

In modern times, many companies and 
organizations are faced with a deficit of 
labor resources and the need to form a 

long-term plan for hiring new employees tak-
ing into account forecasts of migration flows 
and demographic processes. In conditions of 
the degradation of the internal demographic 
situation, many firms try refocusing themselves 
to attract migrants. However, due to the pres-
ence of many barriers created by an insufficient 
level of proficiency in the local language, lack 
of necessary qualifications and some other fac-
tors, there are natural limitations in attract-
ing external labor which can only be overcome 
through assimilation and integration processes 
implemented in conditions of financial support 
from the government.

The development of decision-making sys-
tems for planning the hiring of new employees 
and creation of new workplaces can be based 
on simulation models that take into account 
the forecast dynamics of the labor market. For 
instance, in the context of the spread of epidem-
ics, the government is able to introduce restric-
tions on the inflow of external labor, leading to a 
deficit of labor resources in sectors of the econ-
omy focused on migrants. On the other hand, 
the development of high-tech enterprises neces-
sitates the creation of new workplaces that are 

attractive for highly skilled natives. At the same 
time, providing the rational coexistence of two 
interacting communities, migrants and indige-
nous people, is an important challenge for busi-
ness and government.

As a result, the problem of studying and fore-
casting migration and demographic processes 
using simulation methods is being updated. 
Such methods, in particular, the agent-based 
approach (ABM), make it possible to con-
struct and investigate the behavior of a digital 
community consisting of agents with their own 
individual rules of behavior.

Among the well-known agent-based mod-
els of discrete type (i.e., with a discrete space 
of agents’ existence), one can single out the 
well-known Sugarscape model’ [1], which 
has become widespread as a tool for ana-
lyzing the attractiveness of local areas with 
resources (‘conditional sugar’) for agents. 
The model of ‘nomads and farmers’ [2, 3], 
in which some agents (‘conditional farmers’) 
create resources, while others destroy them in 
order to expand personal space (‘conditional 
nomads’) should be noted. Also, the models of 
population segregation of the Schelling class 
[4, 5], models of movement of an ensemble of 
unmanned vehicles [6, 7], models of migra-
tion and demographic processes [8–10], etc. 
are well known.
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Such systems as NetLogo, AnyLogic [11], 
as well as systems designed for supercom-
puter agent-based modeling Repast HPC [12], 
MASS CUDA [13, 14], FLAME GPU [15–
18], etc. can be highlighted among the simula-
tion ABM-tools intended for general purposes.

Most of these systems differ in the way of soft-
ware implementation of agents: either using 
only one central processor (for example, Net-
Logo, AnyLogic), or using a multi-cluster archi-
tecture based on CPU (e.g., Repast HPC) and 
MPI (Message Passing Interface) or they use 
GPU (Graphics Processing Unit) [19]. Among 
these platforms is FLAME GPU 21, which is 
characterized by a number of advantages. The 
framework is open source software, supports the 
ability to visualize a model using OpenGL [20]. 
Moreover, it allows multiple runs of an ensemble 
of models [21–24] on a personal computer (PC) 
using Visual Studio C++ and a Linux operat-
ing system on supercomputer systems based on 
NVIDIA CUDA2 (e.g., NVIDIA QUADRO 
RTX, NVIDIA Tesla, etc.). As a result, a flex-
ible approach to the development of ABMs on 
conventional PCs and computational experi-
ments on GPU-clusters is provided.

The FLAME GPU framework has been used 
to develop agent-based models in many fields 
ranging from biology to economics. As far as 
the authors of this article know, at the time of 
writing, the FLAME GPU platform was used 
to simulate migration processes in only two 
works [25, 26]. Other closest works are mode-
ling the behavior of agents in the ‘sugar’ model 
described above [27]. Modeling migration pro-
cesses causes additional technical complexity 
since dynamic creation of agent-migrants dur-
ing the simulation is needed.

This work is aimed at developing the agent-
based model of the dynamics of population 
and consists of two interacting communities: 

1	 https://flamegpu.com/
2	 https://developer.nvidia.com/

natives and migrants with the software imple-
mentation using the supercomputer simula-
tion system as FLAME GPU. The proposed 
approach made it possible to carry out a series 
of variation experiments and to identify impor-
tant relationships in the dynamics of the migra-
tion and demographic processes under study.

1. General description  
of the model

An artificial socio-economic system, con-
sisting of native and foreign populations inter-
acting with each other through both personal 
contacts of the ‘agent-agent’ type and through 
message exchanges is considered. In such a 
system, agents are both individuals (indigenous 
people and migrants) and resources that have 
the ‘ability’ to assess the nearest agents and 
send them information about their state and 
correspondence to agent interests. At the same 
time, high technology resources correspond 
more to natives, and low-technology resources 
are associated with migrants.

Thus, an important feature of the implemen-
tation of the simulation model of the interac-
tion of communities of migrants and natives 
is the mechanism of continuous messaging 
between agents and resources supported in the 
FLAME GPU.

As before, multiparticle interactions between 
agents are simulated in two-dimensional dis-
crete space with a relatively small dimensional-
ity of 100  100 cells and a capacity of not more 
than 10 000 agents. At the same time, the imple-
mentation of the model in the FLAME GPU is 
aimed largely at increasing the time-efficiency 
of the model in conditions of performing mul-
tiple recalculations using methods of the Monte 
Carlo type. The dimensionality of the model 
discrete space, which limits both the number 
of available workplaces and agents associated 
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with them, can be significantly increased almost 
without loss of the time-efficiency, mainly due 
to the parallelization of computational proce-
dures (‘agent-level functions’) with the use of 
graphics processing units (GPUs). In such a dis-
crete space, each agent can occupy only one cell 
with or without a workplace at each moment. 
At the same time, the complexity of the parallel 
implementation of the model under considera-
tion and the difficulties of automatic synchroni-
sation of agents in the FLAME GPU necessi-
tate additional control of this rule and eliminate 
possible collisions if they occur.

As in the past, the creation of ‘high-tech’ and 
‘low-tech’ workplaces, which are targeted by 
natives and migrants respectively, is provided. 
Both types of jobs provide the individual agents 
who occupy them with an increase in personal 
comfort. At the same time, the neighborhood 
with agent-migrants is negatively affected on 
the personal comfort level of natives, which is 
caused by the existing cultural differences and 
psychological characteristics of the agents.

All workplaces are created centrally and uni-
formly in a random way in all free cells of discrete 
space with different probabilities set for ‘high-
tech’ and ‘low-tech’ jobs, respectively. Despite 
the fact that this approach is the most costly for 
the state, it can help to avoid a shortage of jobs, 
which is especially important at high rates of 
migration. In addition, a greater number of evenly 
distributed jobs allows a significant increase in the 
number of mutual contacts between indigenous 
people and migrants, which has a positive effect 
on the level of proficiency in the local language, 
the possibility of obtaining a relevant local edu-
cation, etc., all of which helps to reduce the time 
required for assimilation and integration.

The contribution of ‘high-tech’ and ‘low-tech’ 
workplaces, usually occupied by natives and 
migrants, to economic growth (GDP) and gov-
ernment transfers (GT) is different. The ratio of 
GDP to labor resources units in the ‘high-tech’ 
sectors of the economy is significantly higher 

than in the ‘low-tech’ branches. At the same 
time, the creation of ‘low-tech’ workplaces 
leads to additional government spending, which 
also increases with the growth in the number of 
‘unemployed’ agents.

The model provides for an inflow of migrants 
with the subsequent ‘transformation’ of arriving 
agents into indigenous people after the period 
required for assimilation has expired (1–30 
years). Immigration is mainly due to the ‘grav-
ity effect’ [10], which sets a reinforcing feedback 
between the number of available non-assimi-
lated migrants and the inflow intensity of new 
agents. At the same time, in the model, the share 
of new immigrants (of the number of existing 
ones), as well as the costs of education and inte-
gration, are the key control parameters. There-
fore, the migration process in such a system can 
be considered as ‘controlled’ and ‘manned’ by a 
decision-maker (i.e., the government).

At each simulation moment, agents search for 
the nearest workplace corresponding to their type. 
At the same time, a feature of implementation 
of the model in the FLAME GPU is the reverse 
order of doing this procedure, i.e., resources (jobs) 
search for the most suitable agents for themselves, 
and, in the case of a positive outcome, assign them 
their coordinates as target cells, while blocking 
access to all other agents.

In addition, agents-natives and agent-migrants 
search for the most suitable partner for marriage 
and childbirth (i.e., taking into account age, 
marital status, etc.). While the personal comfort 
level of an agent is below the threshold level, it 
looks for a workplace. If the agent comfort level 
is equal to or higher than the threshold level and 
it does not have a partner yet, then it searches 
for a partner for marriage and childbirth (tak-
ing into account, suitable age and other required 
agent characteristics).

Thus, all agent- individuals can be in a station-
ary state, a state of searching for a workplace, a 
state of searching for a partner, a state of being 
ready to have children, etc. At the same time, 
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agent-migrants can also transfer to an assimila-
tion state after a certain time interval that is an 
endogenous characteristic of the model. Agent-
natives are characterized by higher values of 
thresholds (in particular, their minimum level of 
personal comfort is higher regarding the appro-
priate level of agent-migrants), which deter-
mine their transition to new states, for example, 
the state of searching for a workplace, a station-
ary state, the birth of children, etc.

The abstract description of the problem state-
ment and model dependencies (without taking 
into account the effect of assimilation and inte-
gration) are presented in [8] in detail.

2. Software implementation

The main computational procedures and func-
tions of the proposed simulation model taking 
into account the conditional sequence of their 
execution are described with Table 1. Functions 
of the FLAMEGPU_STEP_FUNCTION 
type are implemented at each model time at 
the central processing unit (CPU) level and 
the functions of the FLAMEGPU_AGENT_
FUNCTION class are sequentially executed 
in parallel computations using graphic proces-
sors (GPUs). At the same time, higher perfor-
mance of agent-based model implementation 
in comparison with the traditional approach is 
achieved by parallelizing the operations logic of 
each agent and exchanging messages with each 
other taking into account their spatial location.

In Table 1, ‘agent data’ refers to characteris-
tics of agents for natives and migrants (e.g., gen-
der, age, marital status, agent type, etc.), and 
‘resource data’ are related to characteristics of 
workplaces (e.g., resource type, ‘occupied / 
vacancy’, etc.).

The developed simulation model supports two 
main ways of performing computational proce-
dures:

♦♦ single runs, executed for one selected sce-
nario with fixed values of control parameters 

and visualization of the state of agents using 
the Open GL libraries [20];

♦♦ multiple runs implemented using the method 
of the Monte Carlo class [21–24] due to the 
parallel launch of the simulation model in the 
so-called ‘ensemble’ mode. This approach 
allows you to vary the values of the control 
parameters in specified ranges, in particular, 
using uniform, normal, and other distribu-
tion functions with their own characteristics.

The visualization of agent states in FLAME 
GPU is performed using Open GL and, in par-
ticular, is a lattice of a given dimension, in the 
cells of which agents (i.e. migrants and natives) 
and resources (i.e. ‘high-tech’ and ‘low-
tech’ workplaces) have been placed. In addi-
tion, there are free cells that do not contain 
resources and agents. At the same time, if an 
agent of working age occupies a cell that does 
not have a workplace, then it is considered as 
unemployed and the level of its personal com-
fort will gradually decrease. Note that the visu-
alization of agents’ states and their dynamics, 
i.e. moving to new cells of the discrete space 
is realized at each moment of the model time. 
Such an approach makes it possible to quali-
tatively assess the populations’ development, 
considering the individual choice of the most 
preferred workplaces by agents, as well as to 
study the segregation effects, etc.

3. Results  
of numerical experiments

All computations were performed with a 
FORSITE DSWS PRO supercomputer 
based on the QUADRO RTX 6000 over a 
time interval of 80 years. The total number of 
resource agents in the model is fixed (10 000) 
and it is limited by the dimension of a given 
discrete space (100  100). The number of 
native and migrant agents ranges from 0 to 
10 000, and is the result of a simulation experi-
ment. The values of the main parameters of the 
model are presented in Table 2.
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Table 1. 
Basic computational procedures and functions of the simulation model 

Function name Appointment Input 
messages

Output 
messages

FLAMEGPU_INIT_FUNCTION
(init_function)

The model initialization. Forming initial populations  
of natives, migrants and workplaces.

No No

FLAMEGPU_STEP_FUNCTION
(BasicOutput)

The arrival of new agent- migrants, birth of new agents  
(natives and migrants) in married couples (with more  
probability) and for single agents (with the lesser probability).

No No

FLAMEGPU_STEP_FUNCTION
(AgentUpdate)

The evaluation (i.e., collecting) of simulation results computed 
over the ensemble of agents at each moment of the simulation.

No No

FLAMEGPU_EXIT_CONDITION
(exit_condition)

Check doing the criterion of stopping the simulation. No No

FLAMEGPU_AGENT_FUNCTION
(check_all_agents, MsgArray2D, 
MsgNone)

Checking and resolving the potential collisions caused  
by accidental placement of some agents in one cell of  
discrete space.

Agent  
data

No

FLAMEGPU_AGENT_FUNCTION
(workplaces_creation, MsgNone, 
MsgNone)

Creation of new workplaces based on existing population of 
resources. The destroying of workplaces that are to be disap-
pearance.

No
Resource  

data

FLAMEGPU_AGENT_FUNCTION
(update_cell, MsgArray2D,  
MsgArray2D)

Information propagation among agents about available  
resources (workplaces). The check of a resource 
 occupancy by another agent.

Agent  
data

Resource  
data

FLAMEGPU_AGENT_FUNCTION
(check_cell, MsgArray2D,  
MsgArray2D)

Information propagation among other agents (natives and 
migrants) about existing agents (with their characteristics)  
and resources occupied by them. The identification of a 
resource type occupied by the agent.

Resource 
data

Agent  
data

FLAMEGPU_AGENT_FUNCTION
(agent_to_agent_contacts,  
MsgArray2D, MsgNone)

The determination of the frequency of contacts of the  
‘agent-agent’ type (within the 8-cells ‘Moore neighborhood‘)  
to estimate (recalculate) the level of local language  
knowledge among migrants, and the personal comfort level  
of natives decreasing due to contacts with migrants.

Agent  
data

Agent  
data

FLAMEGPU_AGENT_FUNCTION
(looking_for_partner, MsgArray2D, 
MsgArray2D)

The function of searching for the closest partner  
corresponding to specified criteria (e.g., the gender, age, 
marital status, etc.). 

Agent  
data

Agent  
data

FLAMEGPU_AGENT_FUNCTION
(get_married, MsgArray2D, 
MsgNone)

Getting married with an agent who sent a message with  
a unique identifier (ID).

Agent  
data

No

FLAMEGPU_AGENT_FUNCTION
(looking_for_resource, MsgAr-
ray2D, MsgArray2D)

The function of searching for an agent that is closely located 
regarding each workplace among agents which are in  
a workplaces search state. Assigning a target cell with  
a resource to the selected agent.

Agent  
data

Resource  
data

FLAMEGPU_AGENT_FUNCTION
(update_agent_state, MsgNone, 
MsgNone)

Updating the state of each agent depending on the values ​of its 
characteristics (e.g., the personal comfort level, age, marital 
status, etc.).

No No

FLAMEGPU_AGENT_FUNCTION
(moving_trasaction, MsgArray2D, 
MsgNone)

A movement transaction of an agent in discrete space in order 
to occupy a chosen workplace, based on data about the target 
cell transmitted by the corresponding resource.

Resource 
data

No
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Table 2.
The main parameters of the model

Parameter name Minimum Maximum

Share of new migrants (of the number of existing agent-migrants) 0.1 0.5

Share of government expenditure on education in GDP per capita 0.1 0.5

Lifetime of ‘high-tech’ workplaces 5 15

Lifetime of ‘low-tech’ workplaces 5 15

Frequency of creation of new workplaces 5 15

Life expectancy of natives 70 90

Life expectancy of migrants 60 80

Minimum age for marriage and childbirth of natives 18 30

Minimum age for marriage and childbirth
of migrants 18 30

Minimum level of personal comfort for natives 3 10

Minimum level of personal comfort for migrants 3 10

Retirement age 60 75

Fig. 1. Frequency diagram  
for population size.
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Fig. 2. Frequency diagram for the average time required  
for assimilation and integration.

Figures 1–4 show frequency diagrams for the 
most important characteristics of the system 
under study obtained using the Monte Carlo 

class method, aggregated with the proposed 
agent-based model through its control param-
eters and objective functions.
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In the process of conducting the numerical 
experiments, multiple runs of the model (more 
than 1000) were carried out and the scenarios 
most differing in the estimated characteristics 
were selected. They have been visualised with 
Figs. 1–4.

As follows from Figs. 1–4, the expected val-
ues ​​of the modeled indicators have explic-
itly observed values. The frequent observability 
of the boundary values ​of indicators should be 
noted too. At the same time, it seems there are 
scenarios of some improvement in the required 
objective characteristics (e.g., the average time 
needed for assimilation), but they require a sig-
nificant government expenditure on education, 
increasing the number of workplaces, etc.

As follows from Fig. 5, there is no unambigu-
ous dependence of the share of non-assimilated 
migrants on the average time required for their 
assimilation – for the most frequent values of 
the first indicator (from 7 to 12 years), differ-
ent values ​of the second are possible – from 0 
to 0.55.

The data shown in Fig. 6 demonstrate an 
almost linear dependence between the simulated 
population size (the total number of natives and 

agent-migrants) and the total number of assimi-
lated migrants.

Further, the most important groups of scenar-
ios for the evolutionary development of com-
munities of migrants and indigenous people are 
considered:

♦♦ low-intensity and normal migration scenarios;

♦♦ scenarios of intensive and super-intensive 
migration.

The main characteristics of the scenarios to be 
studied are presented in Table 3.

In Figs. 7–10 are shown the model dynamics of 
the key characteristics of the system under con-
sideration over an 80-year simulation interval 
which is the result of the behavior of an ensem-
ble of interacting agents-natives and migrants.

Figures 7–8 allow us to make the following 
important conclusion. With the existing pat-
terns of agent behavior, a significant increase in 
the population size can be achieved only under 
conditions of intensive and super-intensive 
migration. However, such scenarios will cause a 
significant increase in the share of migrants in 
the population, which may lead to an increase 
in social tension. 
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Fig. 3. Frequency diagram  
for the share of non-assimilated migrants.

Share of non-assimilated migrants 
at the end of the simulation

% of ‘runs’ of the simulation % of ‘runs’ of the simulation

Fig. 4. Frequency diagram  
for the total number of assimilated migrants.

Total number of assimilated migrants
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Fig. 5. Two-dimension frequency diagram for the average time needed  
for the assimilation and integration and share of non-assimilated migrants.
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Table 3.
Studied scenarios and model assumptions

Group of scenarios Scenario 
number

Share of new 
migrants

Share of government expenditure  
on education and integration

Low-intensity (normal) migration 
scenarios

Scenario 1 0.1 0.1

Scenario 2 0.1 0.25

Scenario 3 0.1 0.5

Intensive migration scenarios

Scenario 4 0.2 0.1

Scenario 5 0.2 0.25

Scenario 6 0.2 0.5

Super-intensive migration 
scenarios

Scenario 7 0.3 0.1

Scenario 8 0.3 0.25

Scenario 9 0.3 0.5
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Fig. 7. Simulated population dynamics.
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Fig. 8. Simulated dynamics of the share of non-assimilated migrants in the population.

Fig. 9. Simulated dynamics of GDP growth rates.
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Figure 9 shows that the highest rates of 
GDP growth can be achieved under scenar-
ios of intensive migration, however, the subse-
quent shortage of resources leads to a gradual 
decrease in the rates of economic growth.

From Fig. 10 it follows that scenarios of 
intensive and super-intensive migration cause 
a significant increase in government expend-
iture, mainly associated with the need to 

increase spending on education and integra-
tion of migrants, create appropriate jobs, pay 
unemployment benefits, etc.

Conclusion

This article presents a new approach to mode-
ling migration and demographic processes using 
the FLAME GPU. The framework is intended 

GDP growth rates 

Scenarios of super-intensive migration

Scenarios of super-intensive migration

Scenarios of low-intensive migration

Scenarios of low-intensive migration

Scenarios of intensive migration

Scenarios of intensive migration

Simulation time, years

Share of non-assimilated migrants in population

Simulation time, years
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for supercomputer agent-based modeling and it 
allows parallelizing the logic of the simulation 
model at the level of each agent, providing a sig-
nificant increase in the time efficiency of the 
corresponding computational procedures.

As a result, using artificial data and methods of 
the Monte Carlo type, the most important char-
acteristics of the model of interaction between 
natives and migrants were studied: the popula-
tion size, average time needed for assimilation, 
share of non-assimilated migrants in the popu-
lation, etc. The scenarios that provide a positive 
contribution to the economic and demographic 
growth have been found. At the same time, the 
implementation of such scenarios, based mainly 
on intensive migration, necessitates a significant 
increase in government expenditure on educa-
tion and integration.

The proposed approach can be used to 

develop decision-making systems for planning 

hiring new employees based on the forecast 

dynamics of migration and demographic pro-

cesses.

Further research will be aimed at compli-

cating and detailing the model of interac-

tion between migrants and indigenous peo-

ple, using clustering methods for creating jobs, 

studying the effects of segregation, etc., using 

the FLAME GPU. 
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Abstract

This work analyses the firm failure process stages using the Bayesian network as a modelling tool 
because it allows us to identify causal relationships in the firm profile. We use publicly available data 
on French, Italian and Russian firms containing five samples corresponding to periods from one to five 
years before observation.  Our results confirm that there is a difference between the stages of the failure 
process. For firms at the beginning of a lengthy process (3–5 years before observation), cumulative 
profitability is the key that determines liquidity. Then, as the process develops, leverage comes to the 
fore in the medium term (1–2 years before observation) for economies with more uncertainty. This 
factor limits the opportunities for making a profit, leading to further development of the failure. There 
are also national specifics that are caused, firstly, by the level of economic development and, secondly, 
economic policy uncertainty.
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Introduction

The study of firm failure is one of the key 
issues in business research. It can be 
divided into two subdomains [1]: the 

first is failure prediction, and the second is the-

oretical and empirical investigations of the fail-
ure process. The firm failure process allows us 
to consider the behaviour of failing firms in the 
longer perspective [2, 3], while failure prediction 
studies often focus on financial performance 
only one or few years before distress [4, 5].

https://bijournal.hse.ru/en/2022--1%20Vol%2016/580905414.html
https://orcid.org/0000-0002-2248-1023
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However, the short-term forecasting mod-
els’ main weakness is that the firms’ obliga-
tions often are longer than the period during 
which the risk of default is estimated with per-
fect accuracy [6]. Thus, the company should be 
analysed from a longer perspective. Moreover, 
while some firms with a certain financial per-
formance profile fail, others with the same pro-
file can overcome the difficulties and return to 
normal operations. Therefore, many authors 
argue the existence of different types of failure 
trajectories that may lead or may not lead a firm 
to default depending on its prehistory and cur-
rent abilities [1, 7–9].

The existence of different firm failure pro-
cesses (FFP) is a well-established fact sup-
ported by much theoretical and empirical 
research. However, there is no consensus in 
the scientific community not only about the 
exact definition of these processes but even 
about the number of variants. For example, 
Argenti [10] detected three failure trajectories 
of decline in firms’ financial health; Ooghe 
and de Prijcker [8] describe four different 
types of failure processes; du Jardin [11] iden-
tifies seven types of FFP.

These differences are explained, firstly, by the 
methodology used, for example, works [8, 10] 
are based on the case method, and du Jardin 
[11] analyses empirical data using self-organis-
ing maps. Second, the authors view the process 
from different angles. Papers [10, 11] focus on 
financial results (this approach is also used in 
many other works [1, 2, etc.]), while [8] con-
siders the problem through the lens of manage-
ment efficiency.

In this work, we focus on defining the specif-
ics of the various stages of a firm’s failure pro-
cess. Three research questions correspond to 
this goal:

♦♦ RQ1: How do the causal relationships 
between the financial ratios describing the 
firm’s state change in different periods before 
the default?

♦♦ RQ2: Are there differences in firm failure 
processes that are determined by country 
specifics?

♦♦ RQ3: How does the degree of economic pol-
icy uncertainty affect the firm failure pro-
cess?

We use the Bayesian Network as a model-
ling tool because it allows us to identify causal 
relationships in the firm profile. We use pub-
licly available data on French, Italian, and 
Russian companies which present the firms’ 
financial ratios from one to five years before 
the failure.

Our results confirm that there is a difference 
between the stages of the failure process (RQ1). 
For firms at the beginning of a lengthy process 
(3–5 years before observation), cumulative 
profitability is the key that determines liquidity. 
Then, as the process develops, leverage comes 
to the fore in the medium term (1–2 years 
before observation) for economies with more 
uncertainty. This factor limits the opportunities 
for making a profit, leading to further develop-
ment of the failure. There are also national spe-
cifics that are caused, firstly, by the level of eco-
nomic development (RQ2) and, secondly, by 
economic policy uncertainty (RQ3).

The rest of the paper is organised as follows. 
After reviewing sources analysing FFP, we 
present basic concepts of Bayesian networks.  
Next, we describe the datasets and pre-pro-
cessing operations that are necessary to prepare 
the data for modelling. In the last part, we ana-
lyse the network structures obtained and dis-
cuss further research to extend the proposed 
approach.

1. Literature review

The first research into bankruptcy forecast-
ing began in the 1930s [12]. These studies 
mainly focused on comparing individual rates 
of successful and unsuccessful firms. How-
ever, the number of published works was rela-
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tively small. The first multivariate model was 
presented by Altman [13], who used discri-
minant analysis based on five financial ratios. 
This model, also known as the Z-score, ush-
ered in an era of intense research. Researchers 
have developed many predictive models using 
both statistical techniques and machine learn-
ing. It should be noted that models based on 
machine learning, in general, provide more 
excellent performance [14, 15]; however, the 
Z-score model with some modifications also 
remains relevant [4].

A common feature of predictive models is 
that they treat the failure prediction problem as 
a binary classification task. In this case, most 
often, the data of financial statements for a 
small number of periods before default is con-
sidered. In fact, these models are constructed 
on cross-sectional data; ratios from different 
time periods are often combined in one observa-
tion point; thus, the firm’s individual dynamics 
are not taken in the account. Such an approach 
ignores the fact that companies change over 
time, all of which causes various problems and 
limitations [16]. In short, a firm’s profile meas-
ured at time t cannot be reduced to measure-
ments at time t – 1 alone, since the default, in 
most cases, is the result of a long process [9] 
and the discriminating power of ratios is unsta-
ble over time [17].

There are models based on observations of 
one, two or more years before failure at time t 
which are believed to be able to predict the state 
at years t + 1, t + 2, or even t + 10 [2, 18]. How-
ever, because they do not treat firm failure as a 
process, they have the same limitations as ana-
lysed in [16].

Some predictive studies use techniques that 
allow us to consider both the dynamics of 
firms’ populations and their unique character-
istics, such as panel regression [19] or survival 
analysis [20]. However, in general, the number 
of such works in the flow of research on predic-
tive models is relatively small.

1.1. Firm failure process

Argenti [10] was perhaps the first who started 
to study the firms’ failure process. He identi-
fied three patterns of decline and found that 
failing firms do not crash immediately after 
they decline. Some can delay the onset of bank-
ruptcy for years.

D’Aveni [7] empirically tested Argenti’s find-
ings [10] that are based on case studies. Accord-
ing to both authors, the three failure processes 
are the following:

♦♦ Sudden decline, that is, the rapid collapse of 
the firm. This process of failure is typical of 
small or competitively disadvantaged firms 
that reoriented their strategy too boldly.

♦♦ Gradual decline, i.e., a slow and gradual pro-
cess typical of bureaucratic and poorly man-
aged firms that cannot adapt to the external 
environment.

♦♦ Lingering decline. This process is typical of 
firms that decline either rapidly or gradu-
ally but delay bankruptcy for several years. 
Such post-decline firms often centralise to 
be a threat rigid and exhibit strategic paraly-
sis and downsizing activity.

Based on these earlier studies of failure pro-
cesses, [1] postulate the existence of three types 
of failure process: 

♦♦ short-run process when potential failure can 
be detected only about 1 year after the last 
reporting; 

♦♦ mid-run process corresponds to a situation 
where the first signals of a potential failure 
can be detected 2–3 years before the default; 

♦♦ long-run process when the potential failure 
can be detected more than 3 years before the 
default. 

Short-term processes are more suitable for 
describing the situation when a firm with good 
performance declines suddenly. Mid-term and 
long-term processes, in turn, can describe two 
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situations: the firm never becoming success-
ful enough or the firm becomes worse step by 
step.

To empirically check their proposition, the 
authors of [1] analysed 1234 bankrupt man-
ufacturing SME’s from different European 
countries. They applied four clustering meth-
ods on the eight different sets of variables (pre-
sented in [4]) over the last five years before the 
bankruptcy. Their results confirm the exist-
ence of three types of failure processes, dif-
fering in time scale and, therefore, in decline 
rate.

Summarizing their results, the following 
can be noted. For short-run processes, the 
failure risk (FR) is observable only in year 
t – 1 and negative annual profitability is the 
most important contributor. For mid-run 
processes, the failure risk can be detected in 
years t – 2 and t – 3, when negative annual 
profitability is also the most important con-
tributor, followed by high leverage. For firms 
involved in a long-run process, the first sig-
nals can be detected up to t  –  3; they are 
annual and cumulative profitability and 
leverage. These ratios contribute to FR also 
in years t – 2 and t – 1. Liquidity as an indi-
cator of FR is important only for the last 
stages of mid-term and long-term processes.

However, this view of failure processes is 
not the only one. For example, authors of 
[8] present four different processes explained 
through the lens of management: (1) unsuc-
cessful start-up due to the lack of managerial 
or industry-related experience, (2) ambigu-
ous growth of firms with over-optimistic man-
agement, (3) unbalanced growth induced by 
management’s dazzle, and (4) an apathetic 
mature firm managed by people lacking moti-
vation and commitment.

In a series of works [6, 9, 11] du Jardin 
models various failure processes (also called 
trajectories or profiles) using self-organizing 
maps (SOM). The basic idea of the applica-

tion of SOM to study individual trajectories 
of firms is straightforward. Let us have panel 
data (observations of objects correspond-
ing to measurements made in different time 
periods). If all the observations are classi-
fied on a SOM as if they were independent, 
it is possible to study the change of state of 
a given object along time [21]. To the best of 
our knowledge, this approach was first used 
in [22] to analyse the financial state of Span-
ish banks. The author noted that the trained 
SOM model groups the entities together 
according to their financial state similari-
ties. Thus, new observations will be placed 
in a particular zone (bankrupts or non-bank-
rupts) according to the more activated neu-
rons on the map. Therefore, it is possible to 
observe the bank’s evolution using financial 
information from various years.

Briefly, du Jardin’s methodology can be 
described as follows: at the first step, all firms 
are mapped to SOM, and the firm’s observa-
tions at different points in time are considered 
independent. Then the trajectories of firms 
represented by the list of neurons that corre-
spond to observations of one entity at sequen-
tial time points are built. In the last step, the 
trajectories are grouped into meta-classes, 
which can be viewed as processes leading or 
not leading to default. The author’s results 
confirm that the generalisation error achieved 
with an SOM remains more stable over time 
than that achieved with conventional fail-
ure models (discriminant analysis, logis-
tic regression, Cox’s survival model, neural 
networks and ensemble methods). However, 
more importantly in the context of our dis-
cussion, du Jardin identifies a different num-
ber of processes that show the movement of 
firms between regions with different proba-
bility of failure: six in [9], seven in [11], and 
eight in [6]. This difference can be explained 
by the impact of the data used (specific years 
and time lag before default) and the impact of 
the technique of trajectories’ grouping. This 
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may not be significant in terms of the model’s 
performance since these works’ primary goal 
is to improve prediction accuracy by consid-
ering the firm’s prehistory. However, even if 
this approach improves the predictive capabil-
ities, it does not allow us to analyse the failure 
processes, since it is based on the black-box 
model.

So, we can conclude that the existence of 
different firm failure processes is a well-estab-
lished fact; however, there is no consensus 
regarding these processes’ definition. To con-
tribute to the solution of this problem we pro-
pose to use a causality modelling technique, 
namely Bayesian networks. Such an approach 
allows us to identify causalities between finan-
cial ratios at different periods before failure, 
which can shed light on the firm’s dynamics.

1.2. Bayesian networks  
and causality modelling

Intuitively, causality can be defined as influ-
ence through which a cause contributes to the 
production of an effect, while the cause is par-
tially responsible for the effect, and the effect 
is partially dependent on the cause [23]. Com-
plex systems are characterised by the pres-
ence of multiple interrelated aspects, many of 
which relate to the reasoning task. Thus, one 
of biggest challenges is the extraction of causal 
relationships from empirical data and con-
struction of models of complex systems that 
allow causal inference.

The declarative representation approach 
[24] is based on a causal model of the sys-
tem about which we would like to reason. This 
model encodes our knowledge of how the sys-
tem works and can be manipulated by various 
algorithms that can answer questions based on 
the model. 

To communicate causal relationships, a 
causal model uses a combination of equa-
tions and graphs. Mathematical equations 

that express the form of causality (e.g., lin-
ear, or non-linear) are symmetrical objects, 
so relationships of variables can be inverted 
using simple manipulations. For this reason, 
equations are augmented with a diagram that 
declares the directions of causality [25]. Such 
a model can be built manually based on expert 
knowledge or automatically using machine 
learning algorithms [26].

According to [27], causal inference extends 
predictive modelling (which involves estimat-
ing the conditional distribution p(Y|X) of the 
variables Y and X on the basis of a random 
sample) to causal modelling, where the model 
should be able to estimate the conditional dis-
tribution p(Y|X||M) when manipulated M.

There are several approaches to the con-
struction of causal models, in particular struc-
tural equation modelling (SEM) and Bayesian 
networks (BN). The SEM [28] is limited, first, 
in that it requires a priori hypotheses about 
causality in the system. Secondly, it supposes 
only linear types of relationships. Therefore, 
in our study, we will use Bayesian networks, 
since they are free of such disadvantages. The 
structure of the network and its parameters can 
be extracted from data; relationships between 
variables are probabilistic.

A Bayesian network encodes the joint prob-
ability distribution (X) of a set of m ran-
dom categorical variables, X = (X

1
, ..., X

m
), as 

a directed acyclic graph (DAG) and a set of 
conditional probability tables (CPT). More 
formally, it is a pair , where  is the 
DAG whose vertices correspond to the vari-
ables in X and arcs represent direct depend-
encies between variables, and  is a collection 
of functions that define the behaviour of each 
variable in X given its parents in the graph 
[27,29]. 

The representation of the full joint table  
(X) takes exponential space in the number of 

variables m. This complexity is avoided thanks 
to the Markov condition, which states that in a 
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Bayesian network every variable is condition-
ally independent of its non-descendant and 
non-parents. Thus, for the set of random vari-
ables X in , a density (X) is

,

where parents
 
(X

i 
) denotes the set of variables 

X
j
  X, such that there is an arc from node j to 

node i in the graph.

In other words, each node in the graph  that 
corresponds to a variable has an associated 
CPT that contains the probability of each state 
of the variable given its parents in the graph. 
Such a presentation allows us to describe the 
structure of complex distribution compactly 
[30] and can be interpreted from two points of 
view [24]. First, the graph is a compact rep-
resentation of a set of independencies that 
hold in the distribution. The other perspec-
tive is that the graph is a skeleton for factor-
ising distribution: it breaks up the distribution 
into smaller factors, each over a much smaller 
space of possibilities.

Bayesian networks have many advantages 
[24]. First, this type of presentation is inter-
pretable by a human. Second, such a struc-
ture allows us to answer queries, i.e., com-
puting the probability of some variables given 
evidence of others (inference). Third, models 
can be constructed whether by a human expert 
or automatically by learning from data. In our 
study, we will use the latter approach – data 
driven learning.

From a formal perspective, the Bayesian net-
work represents the underlying joint distribu-
tion, including probabilistic properties such as 
conditional independence. On the one hand, 
it is a more compact representation of com-
plex multivariate distributions. On the other 
hand, a “good” network structure should cor-
respond to causality, in that an edge X  Y 
often suggests that X “causes” Y, since each 
value x of X specifies a distribution over the 
values of Y [24, 25].

The process of construction of Bayesian net-
works from data  includes two stages: gen-
eration of the graph representing the optimal 
structure of BN (structure learning), and defi-
nition of conditional probabilities (parameter 
learning). Many authors apply BN to prob-
lems in different domains: for example, busi-
ness [31], ecology [32], healthcare [33], fault 
diagnosis in engineering systems [34] and 
many others [35].

It should also be noted that there is an exten-
sion of the BN model for longitudinal data, 
namely, dynamic Bayesian networks. However, 
dynamic models are based on the assump-
tion that the process under study is stationary, 
i.e., its parameters do not change over time. 
According to [1] and other researchers, the 
firm failure process is not stationary. There-
fore, in our study, we generate BN structures 
for different time intervals independently, 
supposing that comparing these structures will 
shed light on the peculiarities of FFP stages.

1.3. Inference and explanation  
in Bayesian networks

Inference is the process of computing new 
probabilistic information from a Bayesian net-
work based on some evidence. It computes joint 
posterior probabilities for a set of variables given 
evidence which are the values on other varia-
bles. Inference is an NP-complete task, there-
fore there are algorithms that implement an 
exact inference but also algorithms for approxi-
mated inference that can converge slowly and 
even not exactly but that can in many cases be 
useful for applications. This capability allows 
us to use BN for supervised classification which 
aims at assigning labels to instances described 
by a set of predictor variables [36].

However, unlike many machine learning 
methods, a Bayesian network can be used not 
only for prediction but also for explanation 
[37]. Explanation tasks in Bayesian networks 
can be classified into three categories [38]: 
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♦♦ explanation of a model – presentation of the 
domain knowledge; 

♦♦ explanation of reasoning – presentation of 
the results inferred and reasoning process 
that produced them; 

♦♦ explanation of evidence, i.e., determination 
which values of the unobserved variables jus-
tify the available evidence. 

Since our goal is to analyse the BN structures 
that model firms at different times before fail-
ure, explaining the model is the most impor-
tant issue.

In [39] the authors give examples of model 
explanations. These explanations can include 
properties of nodes and their mutual influence 
that can be negative or positive.  The influence 
of node A on node B is positive when higher 
values of A make high values of B more prob-
able. The definitions of negative influence and 
negative link are analogous.

2. Data

Relevant data is needed to build causal mod-
els for firms that filed for default years after the 
measurement. In addition, an interesting ques-
tion is the comparison of the FFP for differ-
ent countries. Therefore, we chose three coun-
tries for analysis: France, Italy, and the Russian 
Federation. 

To compare the economies on a macro-
level, we use the Gross Domestic Product con-
verted to constant 2017 international dollars 
using Purchasing Power Parity (PPP) rates and 
divided to the total population1.

Figure 1 shows the change of this indicator 
for the selected time interval (2009–2019). 
France has the most stable economy; it exhib-
its constant GDP per capita growth during the 
whole period under study. The Italian econ-

1	  https://data.workdbank.org 
2	 CIA (2021). The World Factbook. https://www.cia.gov/the-world-factbook/

omy is more volatile; after 2010, there was a 
recession, and growth resumed only in 2015. 
The Italian economy is driven in large part by 
small and medium-sized enterprises, many of 
them family-owned. Italy also has a sizable 
underground economy, which is estimated as 
much as 17% of GDP2. Based on these data, 
we can expect that the FFP model for French 
firms will be more stable than for Italian ones 
as they operate in a more stable environment. 
Note that according to the World Bank classi-
fication, both countries belong to the group of 
developed countries.

The Russian Federation belongs to the group 
of developing countries or economies in tran-
sition. The Russian economy is characterized 
by the significant share of the government-con-
trolled sector and is largely regulated not by the 
market but by political decisions. A combina-
tion of falling oil prices, international sanc-
tions, and structural limitations pushed Russia 

Fig. 1. Changes of GDP per capita  
(constant 2017 international dollars using PPP)  

for selected countries. 
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into a deep recession in 2015, but GDP decline 
was reversed in 2017 as world oil demand 
picked up. All this leads to the highest growth 
of uncertainty. Under such conditions, it can be 
expected that the FFP model for Russian firms 
will change quite strongly at different stages.

We have collected the necessary data from the 
Bureau van Dijk Amadeus database3 using the 
following search strategy:

♦♦ Data for companies that operate in 2009–
2019. We excluded 2020 data to avoid the 
impact of external shocks related to the 
COVID-19 pandemic.

♦♦ The company belongs to a small and medium 
sized business (SMB) – the number of 
employees in the last available year is limited 
by values min = 10, max = 250.

♦♦ Good companies are companies which have 
Active status in the last available year

♦♦ Failed companies are companies that have one 
of the statuses: Active (default of payment), 
Active (insolvency proceedings), Bankruptcy, 
Dissolved (liquidation), and Dissolved.

For each country under consideration, we 
get five samples corresponding to year t – n, 

3	 Bureau van Dijk. Amadeus. https://amadeus.bvdinfo.com

n = 1, ..., 5 before observation in year t. Each 
observation has a class label that indicates the 
firm’s state at the end of the forecast period 
t : failure (Class = 1) or non-failure (Class = 
0). The number of observations (samples) for 
each time period is presented in Table 1; the 
number of failed firms is indicated in brack-
ets. As you can see, all datasets are unbal-
anced. The values of the imbalance (IB) ratio 
computed as the ratio of negative class obser-
vations to the number of failed companies are 
also given in Table 1.

2.1. Features selection

Since our goal is to build interpretable causal 
models, we must reduce the number of varia-
bles in the original dataset, leaving only those 
that provide the optimal balance of simplic-
ity and completeness. Therefore, we will fol-
low [1] approach, who used four variables that 
included the famous Altman’s Z’’-score model 
when analysing the bankruptcy process.

In a paper presenting the initial Z-score 
model, Altman [13] compiled a list of 22 poten-
tially important financial ratios, classified into 
five standard categories: liquidity, profitability, 

Table 1.
Dataset characteristics

t – 5 t – 4 t – 3 t – 2 t – 1

France
Samples 48024 (1509) 47163 (1503) 44151 (1439) 41798 (1382) 39720 (1313)

IB ratio 30.825 30.379 29.682 29.245 29.251

Italy
Samples 55895 (5223) 56036 (5349) 56170 (5522) 56115 (5535) 55728 (5498)

IB ratio 9.702 9.476 9.172 9.138 9.136

Russian Federation
Samples 44354 (1941) 43859 (2077) 43153 (2167) 43050 (2337) 42931 (2398)

IB ratio 21.851 20.117 18.914 17.421 16.903
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leverage, solvency, and activity. Only five finan-

cial ratios were included in the final discrimi-

nant function (Table 2). Note that higher values 

of all selected ratios correspond to a lower like-

lihood of bankruptcy.

Later, the author noted that the original 

model is applicable only to publicly traded 

companies since it includes the firm’s market 

value [40]. For this reason, in the new version 

of the model, he substituted the market value 

of equity by book value (Z’-score model). 

The next significant improvement was the 

exclusion of Sales / Total assets ratio because 

it is an industry-sensitive variable (Z’’-score 

model). 

Thus, we will use four ratios (WCTA, RETA, 
EBITTA, and BVETL) included in Altman’s 
Z’’-score. One of the BN modelling precon-
ditions is that there must be no latent vari-
ables (unobserved variables influencing the 
network’s variables) acting as confound-
ing factors. Based on the time-tested Altman 
model, we can confidently believe that this 
condition is met and there are no latent fac-
tors in the empirical data.

In [4], the authors tested the performance 
of the Z’’-score model using a huge interna-
tional dataset (more than 2.6 million observa-
tions of firms from 31 countries in the train-
ing sample). Overall, their results confirm that 
the model performs well despite its simplicity. 

Table 2.
Financial ratios in Altman’s Z-score model

Category Financial 
ratio Definition Comments

Liquidity WCTA
Working Capital /  
Total Assets

Working capital is defined as the difference between current 
assets and current liabilities, so this ratio is a measure of the net 
liquid assets of the firm relative to the total capitalisation [13]. 
The liquidity role is based on legal considerations, as the inability 
to pay the outstanding debt is a sufficient precondition for starting 
an official bankruptcy process [1].

Cumulative  
profitability

RETA
Retained Earnings /  
Total Assets

It is the measure of cumulative profitability over time which  
implicitly includes the age of a firm [13].

Annual  
profitability

EBITTA
Earnings before 
Interest and Taxes / 
Total Assets

It is a measure of the true productivity of the firm’s assets,  
abstracting from any tax or leverage factors[13].

Leverage BVETL

Book Value  
of Equity / Book 
Value of Total 
 Liabilities

In the initial Z-score model, the Market Value of Equity was used 
but this approach is applicable only to publicly traded companies 
(Altman et al., 2017). This ratio measures the firm’s ability to 
service liabilities using its own equity because additional debt,  
all other things being equal, increases bankruptcy likelihood [1].

Activity
STA  
(excluded)

Sales / Total Assets
Excluded from the revised Z’’-score model because it is an 
industry-sensitive variable [4].



BUSINESS INFORMATICS   Vol. 16  No. 1 – 2022

31

However, the authors made several important 
clarifications:

♦♦ the coefficients of the model must be reeval-
uated for each sample,

♦♦ the model based on logistic regression gives 
better results than the multiple discriminant 
analysis version.

Thus, we will use logistic regression as the basis 
for validating subsequent data transformations. 
Table 3 presents the ROC AUC scores obtained 
using the logistic regression (LR) 10-fold cross-
validation procedure for data that contains the 
above four Altman features (see the ‘Raw data’ 
line for each country). Note, the quality of pre-
diction decreases as the interval between obser-
vation and evaluation increases because the 
classification approach ignores changes in the 
firm over time [16].

2.2. Discretisation

Another problem stems from the fact that 
the concept of a non-linear Bayesian network 
was developed to handle discrete or categori-
cal data. There are three common approaches 
to extending the Bayesian network to contin-
uous variables [41]. The first is to model the 
conditional probability density of continuous 
variables using parametric distributions, and 
then to redesign the BN learning algorithms 
based on the parameterisations [42]. The sec-
ond approach is to use nonparametric distri-
butions, such as Gaussian processes [43]. The 
third approach is discretisation, that is a pro-
cess that transforms a variable, either discrete 
or continuous, into a finite number of intervals 
and associates with each interval a numerical, 
discrete value [44, 45].

Table 3.
ROC AUC scores (10-fold cross-validation)

Data Model
Datasets

t – 5 t – 4 t – 3 t – 2 t – 1

France

Raw data LR 0.675(0.034) 0.686(0.034) 0.694(0.026) 0.705(0.024) 0.714(0.028)

Discretized 
data

LR 0.687(0.030) 0.696(0.029) 0.712(0.022) 0.723(0.019) 0.729(0.027)

BN 0.686(0.028) 0.697(0.028) 0.712(0.016) 0.726(0.015) 0.727(0.032)

Italy

Raw data LR 0.695(0.039) 0.727(0.031) 0.744(0.026) 0.768(0.017) 0.802(0.012)

Discretized 
data

LR 0.716(0.027) 0.761(0.019) 0.777(0.015) 0.798(0.013) 0.826(0.009)

BN 0.717(0.028) 0.757(0.019) 0.776(0.013) 0.809(0.021) 0.833(0.015)

Russian Federation

Raw data LR 0.658(0.023) 0.675(0.021) 0.691(0.014) 0.711(0.014) 0.742(0.010)

Discretized 
data

LR 0.676(0.024) 0.683(0.018) 0.695(0.011) 0.731(0.021) 0.757(0.020)

BN 0.709(0.034) 0.740(0.038) 0.738(0.034) 0.743(0.030) 0.770(0.037)
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The discretisation approach in the context 
of Bayesian networks can be divided into two 
parts. First, there are algorithms that dis-
cretise attributes based on interdependen-
cies between class labels and attribute val-
ues, such as the entropy binning method 
[46]. These algorithms are based on classifi-
cation problems. They are used to discretise 
all continuous variables before learning the 
Bayesian network structure. The next class of 
algorithms requires that the structure of the 
network be known in advance [41, 45, 47]. 
These algorithms start with some prelimi-
nary discretisation policy, then the structure 
learning algorithm is started to determine the 
locally optimal graph structure. The discre-
tisation policy is then updated based on the 
learned network, and this cycle is repeated 
until convergence.

We carried out a series of experiments and 
found out that preliminary discretisation based 
on [46] allows us to learn networks with higher 
score. Table 3 shows the logistic regression 
ROC AUC scores obtained on discretised data, 
which confirm the chosen approach to discreti-
sation improves the performance of the model. 

For reference, Figs. 2 and 3 shows the distri-
bution of raw and discretised data respectively 
of the Italy t – 1 dataset. Note that the average 
values of the transformed ratios have changed 
because we now use the identification of inter-
vals into which each variable is divided instead 
of the absolute values. For BN, this transfor-
mation is acceptable because the model uses 
joint probabilities. The number of intervals 
according to [46] is determined based on the 
joint distribution of the attribute discretised 
and the target variable.

WCTA:
  0.17    = 0.26

skew = –0.50

RETA:
  0.02     0.10

skew  –5.91

EBITTA:
  0.05     0.11

skew  –3.09

BVETL:
  0.44     0.51

skew  1.73

12.5

10.0

7.5

5.0

2.5 

0

2

1

0

-1

-2

1

0

-1

-2

2

1

0

-1

-2

2

1

0

-1

2.5

2.0

1.5

1.0

0.5 

0

8

6

4

2 

0

1.5

1.0

0.5 

0
-2                     0                     2

-2.5            0            2.5 -2.5            0            2.5 -2.5            0            2.5 -2.5            0            2.5

0                           2-2                    0                     2-2                           0

Fig. 2. Italy t – 1 dataset: distribution of continuous data.

De
ns

ity
Or

de
re

d 
va

lu
es

Theoretical quantiles Theoretical quantiles Theoretical quantiles Theoretical quantiles



BUSINESS INFORMATICS   Vol. 16  No. 1 – 2022

33

3. Experiment and results

The process of construction of Bayesian net-
works from data  includes two stages: first, 
generation of the directed acyclic graph  rep-
resenting the optimal structure of BN (struc-
ture learning), and next, definition of condi-
tional probability tables  for each node in the 
graph (parameter learning). For our research, 
it is most important to study the structure of 
Bayesian networks corresponding to different 
periods before default. However, we performed 
both stages of learning, since CPT is important 
for the causal inference and, therefore, use of 
the model as a predictive tool.

Learning the structure of Bayesian networks 
can be complicated for two main reasons: (1) 
inferring causality and (2) the super-exponen-
tial number of directed edges that could exist in 
a dataset. Most methods for structure learning 

can be put into one of the following categories 
[24, 29]:

♦♦ score-based structure learning, with the goal 
to solve the optimisation problem

.

In other words, it is the task to find the best 
DAG according to some score function that 
measures its fitness to the data. Widely adopted 
scores are the Bayes Dirichlet equivalent uni-
form (BDeu), Bayesian Information Criterion 
(BIC), which approximates the BDeu, and 
Akaike Information Criterion (AIC).

♦♦ constraint-based structure learning family 
of algorithms that perform a series of statis-
tical tests to find independences among the 
variables and build the DAG following these 
constraints.

Fig. 3. Italy t – 1 dataset: distribution of discretised data.
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According to [24], a score-based approach 
evaluates the complete network structure 
against the null hypothesis of the empty net-
work. Thus, it takes a more global perspective, 
which allows us to trade off approximations in 
different part of the network. Therefore, we use 
score-based algorithms. 

To evaluate the structure, we use the BIC 
score. Let us have a set of random variables . 
Let S be a candidate Bayesian network structure 
and S be a vector of parameters for S. Then

,

where   is the estimation of S; 

d is the number of free parameters in S; 

N is the dataset size. 

The first term in the formula presents the log-
arithm of likelihood and the second one is the 
penalty for complexity. 

BIC has two important properties that allow 
it to be used as a universal metric. Firstly, BIC 

is an equivalence invariant, i.e., it gives the 
same score to equivalent models. As the num-
ber of variables grows, the number of possible 
network structures also grows. This property of 
the BIC guarantees the assignment of the same 
score to equivalent networks. Secondly, BIC is 
locally consistent when the sample size is suffi-
ciently large.

There are many different software packages 
and methods that they implement (e.g., see 
review in [29]). We use the pomegranate, that 
is an open-source Python library [48] imple-
menting few score-based methods, in particu-
lar an exact algorithm A*[49], its greedy imple-
mentation and Chow-Liu [50] algorithm.

On the first step, we tested all the algorithms 
in the package to find the ones that give the best 
results on our data. According to the tests, the 
exact algorithm achieves the best performance. 
Table 4 presents values obtained of BIC for the 
Bayesian Network. We also tested the Naive 
Bayes (NB) approach to ensure that the proba-

Table 4.
Bayesian Information Criterion (BIC) for the Bayesian Network (BN)  

and the Naive Bayes (NB) model

t – 5 t – 4 t – 3 t – 2 t – 1

France

NB –201 163 –192 127 –180 853 –178 759 –159 080

BN –171 651 –162 705 –152 862 –147 833 –129 372

Italy

NB –360 293 –375 556 –380 321 –391 209 –394 780

BN –316 636 –332 979 –324 984 –326 920 –329 246

Russian Federation

NB –199 197 –249 535 –235 613 –240 508 –247 257

BN –167 615 –214 696 –204 133 –206 716 –211 850
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bilistic relationships between variables are ben-
eficial. NB is the simplest form of the Bayes-
ian network, derived from the assumption of 
mutual independence of exogenous variables. 
The results presented in Table 4 confirm that 
the Naive Bayes method is inferior in accuracy 
to Bayesian networks. The corresponding BIC 
values are about 20% worse than those obtained 
for BN.

We also tested the performance of a classi-
fier built based on this Bayesian network [36]. 
Given that the data is unbalanced, we used the 
decision threshold adjustment by introducing 
various penalties for misclassification errors 
[51]. So, for observation x, the predicted class 
label  if and only if (x)  t. Here the (x) 
is an inference of BN when all variables except 
Class are known. Threshold t is computed as

,

where C
ij
 is a cost of predicting the class i when 

the true class is j. We set C
10

 = 1 and C
01

 = IB, 
where IB is the imbalance ratio of the training 
dataset.

Table 3 presents the ROC AUC scores 
obtained by 10-fold cross-validation; refer to 
the lines ‘Discretised dataset / BN’. As we can 
see, the performance of the BN classifier at 
least comparable with the Logistic Regression 
for all datasets and outperforms it in most cases 
especially for uncertain economies (Russia and 
Italy).

4. Discussion

The network structures shown in Figs. 4–6 
allow us to draw some important conclusions 
about the features of different stages of the firm 
failure process. The Class variable that labels 
the firm state (0 for healthy firms and 1 for fail 
companies) is on the root of graphs. This can 
be easily interpreted as follows. The state of the 
firm is the root cause that determines the val-
ues of its financial ratios. This view is consist-

ent with the problem of failure prediction when 
the state of the firm is computed by the values 
of financial ratios.

As follows from Figs. 4–5, for developed 
economies (Italy, France), the early stages of a 
long-term process (t – 5, t – 4) coincide. For 
the period t  –  5, the cumulative profitability 
positively affects the difference between assets 
and liabilities, i.e., leverage (note, the numer-
ator BVETL is the difference between Total 
Assets and Total Liabilities).  Both factors then 
determine the firm’s current liquidity and cur-
rent profitability. Note that liquidity and annual 
profitability are independent. However, at stage 
t  –  4, annual profitability becomes a factor 
affecting liquidity. 

For a more predictable economy (France), 
the model will not change during the t – 4, t – 3 
and t – 2 periods. One year before the finan-
cial failure, the network structure for France 
changes and becomes like the t  –  5 period. 
Overall, we can conclude that cumulative prof-
itability is a key factor in the success of French 
firms.

The model representing the short-term fail-
ure process of Italian firms (t  –  2 and t  –  1) 
is changing more radically. The key factor is 
the difference between assets and liabilities 
(leverage), which determines the firm’s abil-
ity to generate profits and liquidity. Note also 
that the liquidity values ​are conditionally inde-
pendent of the cumulative and annual profit-
ability at these stages. Obviously, this is due to 
the higher uncertainty in the Italian economy. 
Firms unable to meet liabilities using their own 
assets cannot quickly remedy this situation 
by increasing productivity through borrowed 
resources.

For Russian companies, the key factors are 
leverage and cumulative profitability. Also note 
that in this case, the liquidity depends on all 
the variables under consideration (except the 
period t  –  2). In general, the process can be 
described as follows. In the mid and long term 
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Fig. 4. France: Bayesian networks for different periods before default.

Fig. 5. Italy: Bayesian networks for different periods before default.

Fig 6. Russian Federation: Bayesian networks for different periods before default.
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(t  –  3 and t  –  4) cumulative profitability has 
a marginally positive effect on annual profit-
ability. This can be explained by the fact that 
the RETA ratio implicitly reflects the firm’s 
age [13] and its ability to generate profits sus-
tainably. The accumulated profit also causes 
the number of external resources attracted. At 
the same time, annual profitability and lever-
age are conditionally independent; however, 
they completely determine liquidity. The con-
ditional independence of the annual profitabil-
ity and the volume of attracted resources can 
be explained by the fact that we are considering 
a fairly long process at these stages, the results 
of which will be evaluated in 3–4 years. Obvi-
ously, this process is more influenced by man-
agerial decisions based on financial indicators 
that reflect long-term trends (cumulative prof-
itability) than short-term results (annual prof-
itability).

In stage t – 2, leverage becomes a key factor. 
This means that the ability to attract resources 
allows underperforming firms to increase prof-
itability and increase liquidity and avoid finan-
cial disruptions in 2 years. In the year t  –  1, 
cumulative profitability becomes a causal factor 
determining the leverage. This can be explained 
by the fact that potential lenders assess the 
firm’s overall performance in the long term, 
which can limit the availability of borrowed 
resources. Annual profitability is caused by the 
ability to generate profit in the long term and 
service the debt. Leverage and annual profit-
ability determine the current value of liquid-
ity, which at this stage is the main indicator of 
potential financial failures.

The main conclusion drawn from the pre-
sented results is that the mutual influence 
of the factors that determine the state of the 
firm changes over time (RQ1). In general, for 
firms at the beginning of a lengthy process 
that could lead to failure, cumulative profita-
bility is the key that determines other metrics 
such as liquidity and leverage. Then, as the pro-
cess develops, in the medium term, the degree 

of self-sufficiency, as measured by leverage, 
come to the fore, especially for economies with 
higher uncertainty. In these stages, low values 
of these factors limit the opportunities for mak-
ing a profit. This leads to further development 
of the failure. 

However, there are national specifics that 
are caused, firstly, by the level of economic 
development (RQ2) and, secondly, economic 
policy uncertainty (RQ3). This specificity is 
manifested both in the change in the causal 
relationships between factors at different stages 
of the firm failure process and in the rate of 
change of models. The most robust set of mod-
els is obtained for France, which has the lowest 
uncertainty. For Russia, which is characterized 
by the maximum growth of economic uncer-
tainty over the past 10 years, the models change 
most frequently and more radically.

Thus, the resulting graphs shed light on the 
specifics of the various stages of the failure pro-
cess. As far as we know, our paper is the first 
attempt to analyze FFP based on Bayesian 
networks. However, our research in its cur-
rent form has some issues that can be possibly 
viewed as limitations. In particular, we can note 
the following:

♦♦ The sample used contains cross-sectional 
data for different time periods before fail-
ure. It allows us to identify differences in 
causal relationships at stages of FFP; but it is 
impossible to trace the evolution of specific 
firms. To solve such a problem, panel data is 
needed. Analysis of data containing sequen-
tial periods for good and failed firms can pro-
vide more detailed information on the cau-
sality of a firm’s decline. However, solving 
this problem requires another tool, which 
can be a Dynamic Bayesian Network.

♦♦ The analysed factors are limited to only four 
financial ratios presented in the Altman Z’’-
score. We accepted this limitation based on 
the requirements for simplicity of the model 
and its further interpretation. This made 
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it possible to draw important conclusions 
about the internal dynamics of a firm. How-
ever, in further research, the financial ratios 
list can be extended to get more complex and 
detailed models. It is also necessary to study 
the influence of other parameters, for exam-
ple, corporate governance and environmen-
tal factors.

The next issue, which is of practical interest, 
is the definition of the current stage of the ana-
lysed firm’s process. This information can be 
useful for predictive model which will compute 
the probability of default for a few future peri-
ods. This issue is also a topic of future research.

Conclusion

Our work’s main goal was to demonstrate that 
Bayesian networks can serve as a reliable tool 
for analysing the dynamics of firms and stud-
ying the firm failure process. Our results, on 
the one hand, highlight the specifics of stages 
of the failure process for different economies. 
On the other hand, they allow us to build pre-
dictive models that surpass Altman’s Z’’-score 

using the same variables. As far as we know, 
the work presented is the first one using Bayes-
ian networks for FFP analysis, so many issues 
remained outside our study’s scope. Possible 
areas of research include:

♦♦ Building models on panel data describing the 
dynamics of a set of firms.

♦♦ Expansion of the number of analysed fea-
tures.

♦♦ Modelling specifics of industries.

♦♦ Determining the stage of the process to pre-
dict failure in the long term.

All this opens a vast field for new studies, 
which, in the light of the results obtained, seem 
promising, since they can potentially make a 
significant contribution to the theoretical and 
empirical analysis of the firm failure process. 
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Abstract

The last 10 years have witnessed an explosive growth in the volume of information posted 
on the Internet and the digital economy, as well as the formation of official databases of various 
public authorities. The availability of a large information base open for research has facilitated the 
development of new methods and approaches to solving analytical problems. Building management 
and decision-making support systems based on the use of united disparate open data sources allows 
end users to make the most effective decisions. This is the approach that underpins business growth 
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Introduction

This paper proposes an information 
and logical model of express analysis 
of the compliance of the socio-eco-

nomic condition of the enterprise with regu-
latory requirements on the part of the con-
trol and supervisory authorities on the basis 
of publicly available information. An infor-
mation-logical model is built on the basis of 
the proposed concept, one of the important 
features of which is that the concept takes 
into account any requirements of different 
regulators, both quantitative and qualitative, 
imposed on economic objects of different 
types (enterprises, organizations, educational 
institutions, etc.) [1]. For different types of 
enterprises and the requirements imposed on 
them by the regulator, it is necessary to form 
different sets of components based on pub-
licly available information, the aggregation 
of which, using the developed search table, 
results in the calculation of the value of the 
integral indicator, which is the basis of the 
express-analysis. Each component character-
izes different aspects of the company’s activi-
ties: economic, social, financial, technical, 
etc., and is evaluated in accordance with the 
methods of machine learning, mathematical 
statistics and econometrics [2, 3].

Both structured and unstructured informa-
tion is used to carry out a rapid analysis of the 
state of an enterprise. Unstructured informa-
tion is pre-structured using various methods 
of textual information processing [4–6].

The dynamics of the environment are 
increasing, the stability of the external envi-
ronment is decreasing, and the requirements 
for a rapid response to crises are increas-
ing. The amount of information that needs 
to be processed to make this or that decision 
is consistently increasing, at the same time 
the requirements for the quality, security and 
relevance of this information are becoming 
stricter.

The simultaneous use of structured and 
unstructured statistical data makes it possible 
to obtain a more accurate qualitative assess-
ment of the object of study, taking into account 
changes not yet reflected in official statistical 
reports, which are provided with a certain peri-
odicity and an inevitable time lag.

The result of the express-analysis is an assess-
ment of compliance of the socio-economic 
condition of the enterprise with the regulatory 
requirements of the regulator. The conclusions 
drawn on the basis of the express analysis serve 
as a justification for deciding on the need for a 
more detailed, in-depth analysis of individual 
enterprises.

In recent years, research papers on vari-
ous economic and mathematical studies have 
increasingly focused on the use of modern digi-
tal technologies for processing large volumes of 
structured, weakly structured and unstructured 
data from open Internet sources, machine 
learning and artificial intelligence methods in 
decision support models [7–10].

The use of innovative digital capabilities to 
collect and analyze publicly available infor-
mation from the Internet allows us to perform 
additional analysis of the quality characteris-
tics of various enterprises and other research 
objects. Such open data analysis can be carried 
out with the help of an auxiliary independent 
research object evaluation tool created on the 
basis of analysis of large volumes of structured, 
weakly structured and unstructured data from 
open internet sources, and to compare the 
results with the official research methodology 
on internal or official statistical data.

Control measures taken on the basis of offi-
cial statistical information may come with a 
long delay, because between the end of the 
reporting period and the transfer of official 
statistical data on the state of the object to the 
public authorities may take from 3 to 8 months, 
which makes it difficult to respond promptly in 
force majeure situations.
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In scientific research, many authors pro-
pose various economic and mathematical 
models based on official statistical informa-
tion [11]. Most of them are econometric mod-
els or models that use machine learning tech-
niques. As a rule, the available statistical data 
are divided into groups (demographic, social, 
financial, etc.), ranked, or somehow com-
bined into a single integral indicator, and the 
factors are assigned weights. Often the result 
of such a study is an integral indicator (coef-
ficient), which is useful for comparing objects. 
Such tools rely heavily on internal data or on 
an existing statistical base [12]. 

The use of structured and unstructured data 
analysis from open internet sources is the most 
comprehensive and versatile way to fully ana-
lyze the state of the economic object of study 
in a comprehensive way. It provides objective 
information on the current situation without 
intermediate processing based on the analysis 
of a wide variety of relevant data stored in the 
public domain in all Internet sources. If nec-
essary, the results of external data analysis can 
be correlated with the results of similar analyti-
cal activities carried out using internal data. In 
addition, the results of analysis from open pub-
licly available sources can complement official 
or internal data in some aspects of the subject’s 
activities.

The advantage of using open data is the abil-
ity to obtain information at any periodicity 
(without reference to the regularity of updat-
ing, officially published statistical reporting), 
to expand and check compliance of the actual 
socio-economic condition of the object of 
research with official data.

1. Classification of publicly  
available information sources

All publicly available information can be 
represented in the form of different types 
of data. Currently, all existing data can be 
divided into:

1) structured;

2) poorly structured;

3) quasi-structured;

4) unstructured.

Structured data refers to data that is organ-
ized in a certain way, has a given structure, 
and describes a specific subject area. Taken 
together, this allows for reliable and in-depth 
analysis of this data. This information is most 
often presented in the form of tables.

Loosely structured data is data that does 
not follow a clear structure of tables and rela-
tionships in the database, but contains special 
delimiters (tags) that allow us to do seman-
tic separation of the entire data set. Examples 
include XML documents.

Quasi-structured data is data in an unstruc-
tured format, which requires a lot of time to be 
processed by special tools. An example of such 
data is a website page.

Unstructured data is data that does not have 
a specific form and is not strictly fixed. At the 
moment this is the predominant data format 
due to the development of the information 
society. Approximately 80% of all currently 
available information is unstructured. Exam-
ples of such data are images, video, audio and 
textual information from social media.

Depending on the type of data, it requires its 
own preprocessing and processing methods. 
Most methods in mathematical statistics and 
econometrics are based on the analysis of struc-
tured information. Machine learning methods, 
neural networks allow us to analyze weakly struc-
tured, quasi-structured and unstructured data, 
identifying patterns in them. Furthermore, with 
various preprocessing procedures, these data can 
be reduced to structured data and incorporated 
into classical mathematical models.

If unstructured data is represented by text, 
pre-processing it using vectorization and clas-
sification methods allows us to bring it to a 
structured form.
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The information to form the research base 
for the express analysis can be obtained from 
different sources, differing in status, frequency 
of updating and the degree of reliability of the 

information provided. Table 1 presents the 
classification of publicly available informa-
tion sources according to the reliability of the 
source.

Table 1. 
Classification of sources of publicly available information

Source  
of information

Characteristics  
of information source 

Example  
of information 

source 

Type  
of information 

Update  
on source

Official data 
generators and 

aggregators

Websites of federal and regional statistical 
bodies, websites of ministries and agencies 

that publish thematic data under the 
information disclosure regulations, the 

reliability of which is confirmed 
 by the relevant public authority.

rosstat.gov.ru 
zakupki.gov.ru

fssp.gov.ru 
cbr.ru

wciom.ru

Structured  
data.

As a rule, the frequency  
of updates is once a 

quarter, or less frequently.

The websites 
and social 

media pages of 
the research  

subjects

Websites of enterprises, organizations of all 
forms of ownership, websites of platforms on 

which they are obliged to post information 
about their activities. The credibility of the 

information is usually confirmed only by the 
object of the research itself.

technomoscow.ru 
uniconf.ru 
tinkoff.ru

57.mskobr.ru

All data  
types.

Constant updating.

Unofficial data 
generators

Websites of organizations engaged in activities 
related to the research subjects and publishing  

data about them in open sources. Credibility  
is ensured by internal monitoring and control  

of information.

cian.ru 
hse.ru/rlms

Predominantly 
structured data.

According to the approved 
methodology, updates can 
be carried out either at set 
intervals or on an ongoing 

basis.

Unofficial data 
aggregators

Russian and international data aggregators, 
usually providing data for scientific and other 

studies. Credibility is ensured by internal 
monitoring.

bankodrom.ru 
banki.ru 

avtostat.ru 
data.worldbank.org.

Predominantly 
structured data.

Updates are usually 
carried out at intervals 
that correspond to the 
frequency with which 

official data are updated.

Unofficial 
internet sources 

of expert 
studies

Russian and international websites of expert 
organizations, rating agencies, personal pages  
of recognized experts. The reliability of the data  

is ensured by the reputation of the expert.

raexpert.ru 
ra-national.ru

All types  
of data.

The update is carried  
out in accordance with the 

source’s internal rules.

Unofficial 
publicly 
available 

internet sources

Social media pages, blogs, comments  
on content, informal community pages.

The validity of the data is usually not subject  
to verification.

moneyzz.ru 
pedsovet.su

Predominantly 
unstructured 

or weakly 
structured data.

Constant updating.
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The information and logical model of build-
ing an integral indicator for express analysis of 
compliance of the socio-economic condition 
of the enterprise with the regulatory require-
ments of the control and supervisory authori-
ties proposed in this article is based on the con-
ceptual model of express analysis set out in [1]. 
A distinctive feature of the proposed conceptual 
model is that the authors propose to take into 
account the requirements of regulatory author-
ities as a starting point, while most Russian and 
foreign studies assess the state of the research 
object based on the requirements imposed on 
the object by its owners or investors. Another 
advantage of the conceptual model is the use 
of publicly available data, i.e. the possibility to 
obtain information at any time without being 
bound to the periods of updating the officially 
published statistical reports, and the possibility 
to check the compliance of the actual state of 
the research object with the official data. The 
proposed information-logical model is a com-
bination of an algorithm for calculating the 
individual components of the integral index by 
using mathematical, econometric and statisti-
cal methods, the characteristics of input and 
output information at each stage, and, actually, 
the algorithm of calculating the values of the 
integral index by using a logical function based 
on a search table.

2. Components  
of the integral index  

and methods of their estimation

The integral index is a flexible express-anal-
ysis tool based on publicly available structured 
and unstructured data. The construction algo-
rithm for the Integral Indicator is based on the 
aggregation of the individual values of each 
component in the set using a look-up table. 
Each component is estimated using mathe-
matical, econometric and statistical methods, 
such as: logistic regression model, clustering 

and grouping methods, thematic modelling 
methods, etc.

The flexible toolkit of express analy-
sis for management decision-making devel-
oped on the basis of the conceptual model 
is a sequence of five stages, starting from the 
requirements on the part of control and super-
visory authorities, development and evalua-
tion of a set of components characterizing the 
research object, their aggregation into a single 
integral indicator based on the search table, 
and ending with the monitoring and ranking 
of research objects according to the results of 
calculations [1].

Depending on the type of research object 
(industrial enterprise, banking organization, 
educational institution, etc.), based on the 
requirements of various regulators, a list of data 
sources for rapid analysis is formed: websites of 
research objects, news sources, electronic plat-
forms or information aggregators, websites of 
state authorities, etc. The research database is 
created on the basis of the information from 
these sources. The flexibility of the tools pro-
posed in the article is due to the fact that the 
list of components necessary for rapid anal-
ysis can be supplemented depending on the 
type of research subject, the frequently chang-
ing requirements of regulatory and supervisory 
authorities and an increasing number of pub-
licly available information sources.

Table 2 provides a list of the possible com-
ponents identified by the authors relating to 
the four blocks of types of input information 
for component calculation, types of variables 
of the calculated value of each component 
(according to the metrics proposed by Robert 
S. Kaplan and David P. Norton), and meth-
ods for estimating component values [13].

Various estimation methods are used to esti-
mate the components of the integral indicator 
based on information about the survey objects 
from the database.
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2.1. Component 1.  
Probability  

of financial distress

Represents the probability of an unfavor-
able financial condition of the research object 
(bankruptcy, revocation of a license for finan-
cial reasons). In order to estimate this probabil-
ity, a logistic regression model is applied based 
on financial statements data and their vola-
tility indicators: standard deviation and vari-
ance, data on macroeconomic variables, data 
on public procurement as a supplier or buyer, 
In general, a logistic regression model takes the 
form [1]:

,

,

where:

 – the conditional probability 
of the financial condition of the object under 
investigation being adverse;

 – constant;

x
i
 – the variables that characterize the financial 

condition of the subject of the study;

m
j
 – variables characterizing the environment 

external to the object of study (macroeco-
nomic factors);

Table 2. 
Components of the integral indicator  

and methods of their estimation

№ Components Type of input 
information

Type of variable component 
calculated value

Method  
of estimation

Characterization of the financial condition of the object of study

1 Probability of financial disadvantage structured categorical, ordinal logistic regression 
model

The status identity of the object of study

2 Status of the object of study in terms 
of scale structured categorical cluster analysis

3 Status of the object of study as  
belonging to an abnormal group structured categorical cluster analysis

Characteristics of the external information environment

4 Media activity in relation to the object 
of study weakly  

structured, 
quasi-structured 
and unstructured 
data

quantitative semantic analysis

5 Positive tone of references to the  
subject of the study in online sources quantitative semantic analysis

6 Negative tone of references to the 
subject of the study in online sources quantitative semantic analysis

Regulatory requirements for the condition of the object of study

7 Compliance with the requirements  
of public authorities structured binary or categorical statistical and 

index analyses
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v
k
 – non-quantitative indicators of the sub-

ject’s performance;

 
, 

 
,  – regression coefficients to be esti-

mated.

2.2. Components 2 and 3.  
Study object status  

by scale and abnormal  
group membership

Represents the clustering results to determine 
whether the survey object belongs to one of the 
classes. These components allow us to take 
into account specific features of all objects of 
the study type in terms of location, scale, type 
of activity, etc. The specifics of the obtained 
cluster of objects are taken into account, all 
of which allows us to assess more objectively 
the state of the enterprise in relation to objects 
from its class.

Clustering algorithms are divided into two 
types:

1. Hierarchical methods.

2. Non-hierarchical methods.

Hierarchical clustering methods are of two 
types [14, 15]:

1. Agglomerative (combining).

In this category of methods the initial objects 
are combined and the number of clusters is 
reduced [16]. This approach is carried out “bot-
tom-up”: creating small clusters and combining 
them into larger ones. 

2. Divisive (decoupling).

Divisive type algorithms are characterized by 
the initial condition of having one cluster. This 
initial cluster is divided into smaller clusters. 
Dividing algorithms work top-down. 

The disadvantage of these methods is the 
computational complexity on high dimensional 
data. A characteristic feature of hierarchical 
clustering methods is that observations once in 
a cluster cannot move to another cluster when 

further combining (disjoining) objects, in con-
trast to non-hierarchical methods.

The main distinctive idea of non-hierarchical 
clustering methods is to determine the center 
of the cluster and group all objects that are at a 
distance from the cluster center within a given 
threshold value [14, 15]. The group of non-hier-
archical clustering methods includes algorithms 
of k-means family [16].

For high-dimensional data with an unknown 
number of clusters, the BIRCH (two-step or 
two-stage clustering) method based on k-means 
method is proposed. Two-step clustering does 
not require the number of clusters to be speci-
fied, since in the first step the optimal number of 
clusters is determined, and then the partitioning 
into homogeneous groups already takes place. 
This method makes it possible to analyze large 
amounts of both quantitative and qualitative 
data and works well with small memory sizes.

The quality of the resulting clustering can be 
evaluated using the silhouette measure Sil [17]:

,

where:

Sil – the overall value of the silhouette measure 
of clustering of all data; 

N – total number of objects in the sample;

C – set of all clusters;

c
k
 – k-th cluster on the set С; 

x
i
 – i-th object, i  [1, N];

 – 

the average distance from object x
i 

 c
k
 to other 

objects x
j
 in that cluster ck (compactness);

| c
k
 | – number of objects in a cluster c

k
;

  – 

average distance from the site to objects x
j
 from 

another cluster c
l 
: k  l, k, l  [1, C].
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Silhouette measure Sil takes values on the 
interval –1 to +1, where:

1 – all observations are located exactly in the 
centers of their clusters;

–1 – all observations are located at the centers 
of some other clusters;

0 – the observations are located at equal dis-
tances on average from the center of their clus-
ter and the center of the nearest cluster.

2.3. Components 4, 5 and 6.  
Media activity in relation 

to the research object, positive  
and negative tone of mentions  

of the research object  
in Internet sources

The evaluation of these components is an anal-
ysis of unstructured or weakly structured data, 
predominantly textual. The semantic analysis to 
assess the meanings of the components charac-
terizing media activity and the tone of the ref-
erences to the object of research requires a pre-
liminary preprocessing of this data, technical 
and linguistic data cleaning, compilation of the 
vocabulary of the words used in the texts. 

Tone is the author’s emotional attitude towards 
some object expressed in the text [18, 19]. One 
way to determine the tonality is to search for the 
emotional component in the text by the previ-
ously formed tonal dictionaries using linguistic 
analysis. The application of ready-made dic-
tionaries to purified textual data allows us to 
classify textual units (sentences, words) into 
three categories: ambivalent, positive and neg-
ative. Semantic analysis of media activity, text 
categorization and application of machine 
learning techniques require text vectorization.

Vectorization is the process of convert-
ing textual documents into a numeric vector. 
The choice of vectorization method usually 
depends on a specific case, conditions, avail-
able hardware and technological tools. New 
methods and algorithms that improve vector-

ization quality and processing speed are con-
stantly appearing and make it possible to intro-
duce natural language processing into a model.

Currently the most popular algorithm imple-
mented in many statistical packages, is the 
Bag-of-Words. Bag-of-words is a vector repre-
sentation of an unordered set of words into a 
vector of dimension n [20–23]. Schematically, 
the algorithm can be represented as follows.

The whole text can be represented as a set of 
processed words, that is, individual terms (t

j
), 

which with the help of this algorithm are trans-
lated into numerical data from the space Rn.

B : words  R n,

B ('some text in the Internet' ) = (w
i,1

, w
i,2

, ..., w
i,n

 ),

where: 

t
j
 – term j;

w
ij
 – the weight of term j in the document; the 

weight of the documents is rationed so that 
0 < w

ij
 < 1, для i ; 

n – number of terms in space.

The document is then set up as follows: 

d = (w
1
, w

2
, ..., w

|V | 
),

where: 

d  – document vector; 

|V| – the number of unique terms in the docu-
ment.

The weight of a term can be set in several 
ways:

1. In a binary way:

                        .

2. According to the number of occurrences 
of the term:

w
i
 = n

i
,

where n
i 
– the number of occurrences of the 

term in the document.
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3. Term Frequency – TF.

,

where:

tf – thermal frequency;

n
i
 – the number of occurrences of the term in 

the document;

  – number of terms in the document.

4. Term Frequency – Inverse Document 
Frequency (TF–IDF).

Representation in the form of two 
parameters:w

ij
 = tf

i
  idf

i
, where tf

ij
 – is the ratio 

of the number of terms t
i
 on paper d

j
 to the total 

number of terms in this document, iidf
i
 – the 

number inverse of the number of documents in 
which the term occurs t

i 
. Thus, the more often 

a word occurs in this document, but less often 
in all documents in general, the greater the 
weight of that term in the document:

,

,

where:
 – the number of documents in which it 

occurs t
i
;

|D | – the number of documents in the enclo-
sure.

The weight is then calculated as follows:

w
i
 = tf – idf(t

i
, d, D) = tf (t

i
, d)  idf (t, d).

After vectorization, semantic text analysis 
algorithms are applied to determine tone, main 
themes, media activity, etc. 

To calculate the values of the components, 
statistical methods are used to summarize the 
information about the object of study, e.g. by 
directly counting the occurrence of positive and 
negative words, the overall tone of the text is 
determined.

2.4. Component 7.  
Compliance with government  

requirements

This component is defined as a binary or 
ordinal indicator calculated using indices and 
statistical indicators. It represents an estimate 
of the number of irregularities in the activity 
of the object of study, in case normative and 
threshold values are given by the control or 
oversight state authorities. 

A consolidated representation of the above 
is the information-logical model of express 
analysis of the compliance of the socio-eco-
nomic state of the object of research with 
the requirements of control and supervisory 
authorities (Fig. 1). In Fig. 1, stage 3, which 
is key in the algorithm for calculating the 
integral indicator, is shown in general form. 
Detailed elaboration of stage 3 of the infor-
mation-logical model is presented in Fig. 2. 
In this stage, the components of the integral 
index are evaluated and the values of the inte-
gral index itself are calculated depending on 
the values of each component in the set. 

The interquartile range of IQR for the sam-
ple size n is proposed to transform the val-
ues of the component which characterize the 
media activity (component 4), the tone of the 
reference about the research object in Inter-
net sources (components 5 and 6) and compli-
ance with the requirements of public authori-
ties (component 7). Here:

F
n
(х) – selective distribution function;

IQR = Q
3
 – Q

1
, where Q

3
 = 0.75; Q

1
 = 0.25.

The proposed information and logical model 
was tested on the basis of data from a group 
of industrial enterprises and financial sector 
enterprises.

A rapid analysis was conducted to match the 
need for financial assistance for 506 industrial 
enterprises registered in Moscow and the fea-
sibility of its provision to federal and regional 
authorities. The express analysis was based on 
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Fig. 1. Information-logical model of the algorithm  
for calculating the components of the integral indicator.

Lookup table

STAGE 2

1) Define measurable 
characteristics of the object 
of study, taking into account

♦ type of activity;
♦ degree of publicity;
♦ the requirements for the 

financial condition;
♦ the composition 

and structure of the 
macroeconomic 
environment;

2) Selection of data sources.

Formation of the component 
set of the integral indicator

STAGE 3

Calculation of the components of the 
integral indicator:
К1. The likelihood of financial distress 

of the target.
К2. The scale status of the object of 

study.
К3. Object of study status by abnormal 

group membership.
К4. Media activity relative to the object 

of study.
К5. Positive tone of mentions of the 

object of study in online sources.
К6. Negative connotation of mentions 

of the object of study in online 
sources.

К7. Compliance with the requirements 
of government agencies.

STAGE 1 STAGE 5

STAGE 4

Analysis of regulatory documents:

♦ Federal and regional laws;
♦ Orders and regulations of 

control bodies; 
♦ regulations of the object of 

study;
♦ Internal regulatory documents 

of the object of study;

Shaping the characteristics  
of the object of study

Definition by the control or oversight 
body of the aims, objectives and 
object of the investigation

List of requirements 
of the control and 
supervisory authorities 
for the object of study

Database
Generating categorical values 
for the integral indicator and 

assigning them to each object

Conversion of 
Jk component 
values into 
categories to 
determine the 
decisive rules 
for calculating 
integral 
indicator 
values

Component 
values J

k
,

k  [1, 7]

A list of a set 
of components 
describing the 
requirements 

of the research 
object

Categorical values of the integral  
indicator calculated for each object of study

Ranking of  
survey objects

Fast analysis of the compliance  
of the company's social and 
economic situation with the 

regulatory requirements  
of the control and supervisory  

authorities

Ranking/ranking  
of research subjects

MONITORING SYSTEM 
to inform decision-making 

support for those controlling 
the compliance of the 

socio-economic situation 
with the requirements of the 

supervisory authorities
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Fig. 2. Detailed step 3 of the information-logical model of the algorithm  
for calculating the components of the integral indicator.
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open data for 2016, 2017 and 2018. The results 
obtained were in line with the actual data for 
the following year on the assignment of subsi-
dies and benefits by the Moscow City Govern-
ment [24].

The proposed conceptual model of express 
analysis of the compliance of the socio-eco-
nomic condition of the object of research with 
the stated requirements on the part of control 
and supervisory authorities has been tested 
to assess the socio-economic condition of a 
commercial bank. The controlling body in 
this case is the Central Bank of Russia — the 
supervisory authority in the banking sphere. 
In accordance with the CBR requirements for 
bank reliability, the values of the four compo-
nents of the integral index were obtained and 
its value for each bank was calculated. The 
predictive ability of the constructed model was 
confirmed by their actual state as of March 
2020 [1].

Conclusion

This article suggests an information and log-
ical model for express analysis of compliance 
of the social and economic condition of the 

object with the requirements of the control 
and supervisory bodies with the use of open 
public data. The proposed information-logi-
cal model is based on the concept of using an 
integral indicator for rapid analysis of com-
pliance of the socio-economic condition of 
the object, regardless of its type of require-
ments imposed on it by control and supervi-
sory authorities. 

The classification of information sources 
and methods of processing them depending 
on the type of data is given.

An algorithm is proposed for calculating the 
possible components allocated by the authors 
relating to the four blocks of input informa-
tion types, types of variables of the calculated 
value of each component (in accordance with 
the metrics proposed by Robert S. Kaplan and 
David P. Norton), and methods for estimating 
component values.

The developed conceptual model has been 
tested to carry out a rapid analysis of the 
compliance of the socio-economic condi-
tion of two different types of facilities with the 
requirements imposed on them by the super-
visory authorities on samples of 506 industrial 
enterprises [24] and 111 banks [1]. 
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Currently distributors ensure the operation of the whole value chain in the music industry, while 
most researchers focus on technological, streaming and copyright impact in light of digitalization. 
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Introduction

Listening to music is one of the main 
digital practices in Russia and in the 
world [1, 2]. Digitalization assumes 

the creation of entirely new business models 
that fully rely on digital technologies and data 
to enable innovations in products and services 
[3]. In the music industry, it is connected with 
streaming platforms. In 2019, worldwide rev-
enue from sales of physical copies was equal to 
$4.4 billion, while revenue from streaming – 
$11.4 billion, representing more than 50% of 
total revenue of the industry [4]. 

The Russian music industry has a very opti-
mistic future, since it follows global trends. 
Eastern markets including Russia are charac-
terized by high growth rates, and this attracts 
Western firms [5]. The Russian streaming ser-
vices developed by Yandex and VK successfully 
compete with international platforms iTunes 
and Spotify and capture almost 70% of the dig-
ital music market in the country [2]. 87% of 
Russian listeners use streaming services, while 
worldwide only 61% of listeners use stream-
ing on average [6]. In terms of the popularity 
of streaming, Russia is overtaking developed 
countries, for example, the USA (68%), Can-
ada (56%), UK (56%) [7]. The Russian music 
industry is unique due to the activity of listen-
ers and the success of domestic companies that 
develop music services.

Streaming platforms cannot collaborate with 
all people producing music all over the world [8]. 
Distributors aggregate licenses from a big num-
ber of artists and present theirs rights, ensuring 
the operation of the whole value chain in the 
industry [9]. The study of how digitalization 
impacts on distributors’ roles gives us an under-
standing of how the operational processes in 
the industry have changed. The main research 
question of this study is the following: how has 
digital transformation affected business mod-
els and the role of music distributors in a value 
chain? This paper answers these questions using 

the example of the Russian company Broma16 
and identifies the main operational processes 
that were changed, the barriers that arose dur-
ing the transformation, and decisions taken to 
overcome them. This paper is based on a ret-
rospective case study of the company Broma16 
that represents the rights of more than 1000 cli-
ents worldwide and has more than 25 years of 
experience in the field. The data was gathered 
through a semi-structured interview with the 
CEO of the company. The case study is led by 
theory grounded in the holistic business model 
framework proposed in [10] for the analysis of 
digitalization in creative industries.

Changes in the external environment were 
the main driver of transformations. Russian art-
ists had no instrument for music management 
on streaming platforms, while distributors had 
to buy expensive software from foreign firms. 
Foreseeing the industry’s future on the Western 
example, the company started the development 
of a platform for music management internally. 
Addressing the gap, Broma16 was among the 
first companies to provide digital distribution 
services for Russian artists. At the time, senior 
management decided to separate developments 
into an external company Heaven11, that now 
sells digital instruments for music distribu-
tion. Broma16 faced conservatism in the value 
chain connected with the lack of skills. Emerg-
ing music streaming markets in other countries 
presented growing potential, and both compa-
nies focused on foreign markets. Currently 90% 
of Broma16 clients are international artists and 
labels.

The transformation of music distributors is 
not the most popular area of research in the 
field, where all articles can be distinguished 
between several topics (Table 1). The first group 
studies the impact of technologies on produc-
tion approaches, quality of products, exist-
ing and emerging markets, and consumption 
practices. Several articles are dedicated to the 
appearance of new intermediaries, curators, 
who rely heavily on data [11], freelance man-
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agers and designers [12]. The second group 
is aimed at streaming influences on consum-
ers’ experiences, music and media industries, 
artists and producers. Authors actively study 
business models and strategic management in 
leading streaming companies. The third group 
of articles is connected with copyright issues, 
while the main topics cover reasons and pat-
terns of piracy, the negative impact on artists 
and approaches to reduce it, copyright poli-
cies on the national level. As the main areas for 
studies show, the development of digital tech-
nologies, dissemination of streaming services 
and copyright issues are key trends shaping the 
music industry.

The large gap in the analysis of intermediary 
roles is observed, while only several articles try 
to study this topic [9, 12, 19]. Authors strive to 
figure out how intermediaries emerge, which 
roles they perform, leaving behind an under-
standing of business models and their devel-

opment under digitalization. Alternatively, for 
other topics technological impact is of interest 
to researchers, while we note the lack of arti-
cles dedicated to the study of intermediaries 
on the intersection of business and technologi-
cal issues. To fill this gap, our study proposes 
the following hypothesis: distributors should 
be considered as technological, rather than 
music companies, whose work is shaped by vast 
amounts of data and legal issues.

The analysis we carried out fills this gap and 
offers insights into digitalization in Broma16 
and four consequences for the firm’s business 
model and the role of the company in the value 
chain. These consequences cover the impor-
tance of technologies in working processes of 
todays’ distributors; new opportunities for local 
distributors due to digitalization; intersections 
of legal and technological issues in the work of 
distributors. The outcomes of the article can be 
relevant for countries where the rapid develop-

Table 1.
Key topics and sub-topics identified  

within the review of literature

Topic Sub-topics Examples  
of articles

Technological 
impact

Impact of digital technologies on production, promotion, distribution,  
consumption practices, industry structure and business models  
of artists, labels

[11, 13–15]

Streaming  
impact

Impact of streaming services on music expenditures, listening behavior,  
value chains, business and production practices 

[8, 16–18]

Intermediaries
Emergence of music aggregators.
Roles of intermediaries

[9, 12, 19]

Business  
of technologies

Business models of streaming, producer-oriented platforms.
Partnerships between artists and platforms

[20–22]

Copyright  
issues

Phenomenon of piracy.
Copyright policy.
The fight of companies against piracy

[23–25]
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ment of streaming market is observed in the 
recent years: Mexico, Brazil, Argentina [4, 7]. 
The practices reviewed are of interest in coun-
tries that try to establish domestic companies as 
leaders and protect their market from the influ-
ence of Apple, Spotify and other foreign firms, 
providing services along the value chain [4, 26]. 
These companies are focusing on Russia, but 
domestic firms set competition on the market, 
so their experience can be useful [4].

1. Digitalization  
of the music industry

In the early days of the industry, special lab-
oratories produced records, while distributors 
were responsible for selling vinyl. After the iden-
tification of the possibility to gain higher reve-
nues, they started to invest their own money in 
laboratories, which gradually were transformed 
into recording studios [12, 22]. Studios made 

Creation of songs in response  
to demand for labelsProducer groups

Record companies (labels)

Distributors

Consumer

Money

Money

Value chain participant Responsibilities

CDs, vinyls, etc. 

Distribution of copies

Replication of physical copies

Product

Curation of artists
Market research

InvestmentsContent

Fig. 1. Value chain in the music industry  
before digitalization [9, 12].

records, while distributors started to shape the 
market and research the audience [14]. This 
led to the creation of groups responsible for the 
repertoire inside distribution firms, all of which 
attracted the attention of studios [12]. Stu-
dios decided to analyze demand and audience, 
despite the lack of distribution channels, and 
developed over the time into major labels that 
found new artists and created records [22]. Dis-
tributors were responsible only for the replica-
tion of copies [12]. The whole value chain was 
established (see Fig. 1). A similar value chain 
existed during all physical formats until the era 
of digitalization started in the early 2010s [22].

Digitalization (laptops and software, ready-
made samples, electronic instruments) has 
transformed production and made it cheaper 
for independent musicians [11, 14, 20]. Pro-
duction does not require investments, and 
labels have established a focus on market-
ing services and perspective artists, where the 
product is a marketing unit (content + market-
ing strategy) [7, 22]. Simultaneously musicians 
can perform management functions them-
selves and turn into professional artists without 
producers and labels [12, 20].

Now artists receive money not for sales, but 
for licensing, when they transfer rights on dis-
tribution to stores [14, 18]. Intermediaries are 
necessary, because the relationships between 
stores and artists are characterized by informa-
tion asymmetry, where one side has bargaining 
power [8, 17]. The stronger party can capture a 
share of the margin by threatening partners [9, 
16]. Hiring one intermediary allows many art-
ists to cut transaction costs through the width 
of the music library that determines market 
power [8]. Streaming services are also inter-
ested in intermediaries, since they need to sign 
deals with millions of owners of copyrights 
(record labels or individual artists) all over the 
world [8, 9, 17]. Currently distributors stay in 
the center of the value chain, ensuring its func-
tioning (see Fig. 2).
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Distributors have more mechanisms to 
influence the market. While labels concen-
trate on prospective artists who bring profit, 
distributors do not care whose music they 
deliver to platforms, serving as many artists 
as possible to maximize revenue [14]. Thanks 
to the width of the library, distributors receive 
more market power in terms of communica-
tion with streaming platforms. Distributors 
are the only “musical” party that can limit 
the influence of technological companies, for 
example, by providing exclusive content.

Fig. 2. Value chain in the music industry  
after digitalization [9, 12].

Distributors
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Digital stores, 
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Royalties, dataProduct, rights

Revenue, Data
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2. Methods

This paper uses a case study as a research 
method for several reasons. Firstly, it repre-
sents an intensive study of a single unit for 
the purpose of understanding a larger class of 
similar units [27]. Focusing on the one object 
enhances homogeneity in case design, which is 
important to draw valid conclusions [28, 29]. 
Research applies the typical case technique to 
constitute a story as the most representative 
technique used to probe causal mechanisms 
[30]. The selection of the company Broma16 
was guided by two criteria: the company’s 
experience in the music industry and adoption 
of digital technologies. Broma16 was founded 
more than ten years ago, and its staff has more 
than 25 years of experience in the music indus-
try [31]. Broma16 is officially affiliated with 
the firm Heaven11, providing innovative digital 
solutions for music companies [32]. The case is 
limited within the ten year period since iTunes 
was officially launched in Russia in 2012 and it 
was the beginning of streaming development.

The research applies a specific theoretical 
framework to frame a case study [33]. A com-
mon framework provides the basis for formu-
lating framing questions and identifying issues 
[29]. The research uses a holistic business 
model framework developed in [10] to analyze 
digitalization in companies in creative indus-
tries. This framework has been chosen instead 
of popular ones due to several advantages. First, 
it was constructed through the literature review 
of more than 70 definitions and concepts of a 
business model. Thus, it presents a synthesis 
of previous studies. Secondly, the framework 
was tested and finalized through 80 case-stud-
ies, and it was reviewed during three work-
shops with business representatives from crea-
tive industries (see Fig. 3). The business model 
covers all aspects, explaining how a firm does 
business and will operate in the future, and it 
is considered as an ideal type to plan innova-
tions [34, 35].



BUSINESS INFORMATICS   Vol. 16  No. 1 – 2022

61

This study focuses on the foundational layer 
of the framework, because it reflects trans-
formed processes. The foundational layer is 
also called the functional architecture, since 
it consists of core activities of a firm [10]. The 
research targets three main aspects of the busi-
ness model: product innovation and commer-
cialization, infrastructure for production and 
distribution, customer relations management. 
Through the case study changes in these aspects 
will be reflected.

The interview tool was used for data col-
lection to gain in-depth knowledge about the 
phenomenon and identify the most signifi-
cant issues [29]. All internet materials about 
the company were used to formulate the back-
ground for the interview and the case study 
(Appendix 1). The proposed interview guide-
line does not follow a rigid structure (Appendix 
2). To obtain relevant data, it was necessary 
to conduct interviews with top managers who 
have been working in the company a sufficient 
amount of time, since the case study is ret-
rospective. Employees have a non-disclosure 
agreement (NDA) that covers all information 
about technologies. Interviewing employees 
on this topic would be unethical. To overcome 
the barrier, an online interview with the CEO 
was conducted. He has been at the forefront 

of the company’s digitalization for the last 10 
years.

Interviewing the CEO allowed us to under-
stand the motivation of the company towards 
transformation and to explain why the enter-
prise architecture is to be developed. Based 
on the interview, the motivation could be dis-
cussed in the context of the Business Motiva-
tion Model, developed by the Object Man-
agement Group (OMG). This framework 
covers the goals of a company, explains how 
a firm intends to accomplish it, opportuni-
ties and threats for a business, its strengths 
and weaknesses. The model pays attention to 
the external environment, covering drivers of 
development [36]. An interview script to col-
lect and interpret data in a narrative way was 
applied. Since only one interview was con-
ducted, the application of coding was unnec-
essary and faced risks of missing important 
details.

3. Case description

Broma16 is a distribution company estab-
lished in 2010 in Moscow. It represents the 
rights of 1000 clients, including labels, art-
ists and other distribution companies, and 
over a million music recordings. The compa-
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Fig. 3. The holistic business model framework [10].
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ny’s activities can be distinguished between 
two groups (see Fig. 4). The first group is music 
publishing services for producers to license rep-
ertoire, manage copyrights, collect royalties. 
The company can help with release market-
ing, delivering flexible contracts with different 
bundles of services. The second group is deliv-
ery of licenses on behalf of publishers to pro-
duction studios that develop music products 
(podcasts, advertising, etc.), physical products 
(CDs, etc.), background music services in pub-
lic places [31].

The company established a technology-
driven approach to deliver services based on 
a digital platform for repertoire management 
and licensing. The platform provides informa-
tion on every transaction, regardless of geog-
raphy and presents it in granular reports to 
ensure transparency of copyrights and distri-
bution of royalties. The platform design allows 
them to control repertoire ownership over 
multiple territories, multiple right types, rev-
enue streams. The platform is the core of the 
business model, enabling all services in the 

company’s portfolio, but the situation was not 
always like that. 

Initially the company was created to produce 
a repertoire of artists and deliver marketing ser-
vices. Changes in the motivation of the company 
are illustrated by the following statement from 
the CEO: “… Market reorientation from albums 
to singles was obvious more than ten years ago, 
and company was aimed at the promotion of 
singles. But shift to the licensing model of distri-
bution, started in 2012, required from producers 
to upload music and collect royalties, where the 
problem was to document the music.”

Broma16 was among the first companies in 
Russia to provide such services for producers. 
Russian distributors had to buy software from 
foreign companies, and it was expensive. The 
firm started in-house development of a digi-
tal platform in 2010–2011. Since 2012, devel-
opment has been realized within the affiliated 
company Heaven11 (see Fig. 5), which pro-
vides a common database and platform for 
music management. Currently all Broma16 
services are enabled by the platform.

Fig. 4. Key services provided by Broma16 [31].
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♦♦ Theaters 
♦♦ Telecom operators 
♦♦ Radios 
♦♦ Film, game and companies

♦♦ Delivering licenses for streaming 
services, podcasts, online, NV and radio 
advertising, online and live performances, 
karaoke services, mass media products

♦♦ Delivering licenses for retail audio 
products (CDs and vinyls); audio 
products for promotion; audio-visual 
products (DVD, Blu-Ray); digital 
memory devises; background music 
services

♦♦ Delivering licenses to play music  
in public places

Music publishing Music licensing
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Heaven11 offers products to various parties 
who create, license or use music commer-
cially [32]. The core product is the multi-
territorial multi-rights database for music 
works, master recordings, record releases, 
audio-visual products and lyrics. The key 
technical components of the system include 
a common database for music works, supple-
mented with instruments for data importing/
exporting in different formats, deduplica-
tion and cleaning, automation solutions for 
processing Digital Service Provider reports, 
songs identification. This makes it possible to 
send releases to platforms, track submissions 
and manage repertoire, automatically dis-
tribute royalties for all parties with detailed 
statements, prepare reports and documenta-
tion. Key clients of the company are publish-
ers and labels, online music platforms, Col-
lective Management Organizations.

4. Findings

Digital technologies have disruptively changed 
the business models of companies in creative 
industries, and Broma16 is also an example of 
this [34]. The firm focused on the promotion of 
singles, but the processes of value creation and 
customer appearance have been changed by the 
introduction of a platform for music manage-
ment. These changes have strongly affected the 
business model of the company. The firm moved 

along the value chain from promotion to distri-
bution.

To analyze transformations in the business 
model, the foundational layer in the holistic 
business model framework developed by [10] 
is considered (Fig. 3). Changes have affected 
all three components in the foundational layer. 
Broma16 was established for the promotion 
of singles, but due to the appearance of music 
streaming senior management decided to focus 
on distribution. Thus, the key product bundle 
has been fully changed. Currently the company 
stays after marketing services in a value chain 
(Fig. 2). Instead of providing marketing ser-
vices, Broma16 deals with music documenta-
tion, licensing and royalties distribution.

Licenses have become the key product in the 
music industry, since they represent amounts 
of money passing from fans to artists and labels 
through streaming services and distributors. 
Working directly with licenses, distributors gain 
higher revenues and more market power. To 
establish this control, distributors have to serve 
as many clients as possible and digital technol-
ogies are the important instrument for this.

The platform for music management allowed 
Broma16 to enter the Russian music distribu-
tion market among the first. It proves that the 
infrastructure component became the key in 
the business model due to digitalization [10]. 
All customer relations have been automated on 

Fig. 5. Timeline with key developments during the digitalization of the company. 

Launch of Broma16 
with focus on singles 
promotion

Technology group 
is separated into 
Heaven11

Announcement of 
iTunes launch

Launch of iTunes 
in Russia

Key 
developments 
in the per iod

Shift from pay-per-sale 
to licensing 

Forecasted digitalization 
by management

Active internal 
development of 
digital solution

Control over all 
rights and royalties 
is a problem for 
producers

Broma16 was the 
first company to 
provide digital music 
distribution services

Mar. 2010                         Feb. 2012                       Sep. 2012                Dec. 2012Date 

Fact
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the platform. The group of potential custom-
ers has expanded from artists with promising 
singles to all stakeholders who want to sell or 
buy music licenses (Fig. 4). Currently Broma16 
represents the rights of more than 1000 clients, 
including artists and labels.

The OMG Business Model Motivation 
framework is applied to understand transfor-
mations of the business model of Broma16. 
At the company’s inception, the CEO’s moti-
vation was to promote singles because of their 
growing influence. The announcement of the 
iTunes launch caused changes in the goals 
of the firm. Russian artists and labels had no 
instrument to upload music on streaming ser-
vices, track all purchases, collect and distribute 
royalties. So, the digital transformation of con-
sumption practices identified gap in Russian 
music industry. 

Appearance of new market niche for digi-
tal distribution can be considered as the main 
driver. Realizing this, senior management of 
the company decided to shift focus from the 
promoter role to the distributor role. Since 
2011 the motivation of the Broma16 is to cre-
ate convenient digital instrument for uploading 
music on streaming platforms.

But the company faced some threats for busi-
ness development. Russian distributors had 
to buy software for music management from 
foreign companies. That time firms could 
not afford expensive foreign digital solutions. 
Broma16 had strengths, since the company 
was young. It gave flexibility for strategic devel-
opment. Senior managers had more than 15 
years of experience in the industry and fore-
seen the movement towards digital music con-
sumption before the announcement of iTunes 
launch. Analyzing the music industry in west-
ern countries, senior management decided to 
start in-house development of the platform for 
music management. When Apple announced 
the iTunes launch in Russia, development was 
already separated into the company Heaven11. 

A successful industry forecast and pro-active 
development of the platform allowed both firms 
to be among the first companies on the mar-
ket: Broma16 as a digital music distributor and 
Heaven11 as a technological provider for music 
distributors.

Another threat to the company’s business was 
the conservatism of clients (artists and labels). 
According to the CEO: “… Broma16 was ready 
to provide today’s set of services eight years ago, 
but artists were not ready to use the platform 
for music management. Even today some pro-
ducers try to contact Broma16 to check music 
submission, though they can do it on the plat-
form.”

Skills in the use of professional software, 
platforms, content management solutions and 
databases are required from artists. The com-
pany experienced several approaches to solve 
the problem. First – educational services for 
clients, explaining, how to register songs in the 
database, manage content, use collected data 
for commercial purposes. Second – a focus on 
foreign markets. According to the CEO, “cur-
rently more than 90% of the clients of Broma16 
are international artists and labels.” In the early 
2010s music streaming markets were emerg-
ing in a lot of countries. Due to market condi-
tions, both companies have been successful on 
an international scale. Currently the compa-
nies have offices in Amsterdam (Broma16) and 
Dublin (Heaven11).

5. Discussion

External development of the industry stimu-
lated transformations in Broma16, all of which 
is usual for creative industries [34, 37]. Opportu-
nities to upload music on iTunes determined the 
need for a digital solution to collect and distrib-
ute royalties. Demand for new intermediaries 
is often connected with digitalization [35]. The 
lack of software for music management shows 
the increasing importance of infrastructure [38]. 
Broma16 presented a platform to address this 
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gap. It resulted in the transformation of all com-
ponents in the foundational layer of the business 
model, following the experience of other firms 
in the creative industries [39]. However, com-
panies used to experiment with business mod-
els to build more flexible and adaptive ones 
with different revenue streams [35, 37, 40, 41]. 
In the case of Broma16, experiments were not 
observed. The company has little experience in 
testing different models since it concentrated on 
a specific gap in the industry, but the platform 
allowed the company to differentiate the sets of 
services, where flexibility raises a an opportunity 
to reach new clients [37, 40].

The study reveals several barriers for business 
model transformation. Russian distributors had 
to buy expensive software from foreign firms and 
IT costs are usually considered as the main barrier 
[39, 41]. The forecast of the shift towards digital 
music consumption and timely internal develop-
ment of the platform allowed Broma16 to trans-
form successfully, but usually it is difficult to pre-
dict the time needed for radical restructuring [34]. 
Internal development is not a common approach 
since technology partnerships are more typical in 
the sector [37, 42]. In-house projects can often 
face significant time and money challenges. But 
the case proves the important benefits of in-house 
development. It allowed the company to enter 
new technological markets, providing similar ser-
vices for other firms. Heaven11 presented entirely 
new technology, where the lack of similar solu-
tions and competitors allowed them to perform 
successfully. But such a case is rarely seen. Usu-
ally technology companies capture creative mar-
kets and control infrastructure for distribution, 
not vice versa [38, 41].

The second barrier connected with conserva-
tism in the value chain is not so common, since 
customers are used to react rapidly on techno-
logical developments [36, 42, 43]. Broma16 
provides educational services for clients, but 
in the short-term it could be useless due to the 
early stage of market development and the lack 
of demand [35]. But firms can focus on foreign 

markets, where it is easier to find partners and 
launch digital projects [37, 40]. Broma16 fol-
lowed a similar approach. The results of the 
case study mostly follow the theory. Digitaliza-
tion, driven by the external development of the 
industry, caused changes in the foundational 
layer of the business model. Broma16 changed 
its key product and concentrated on music dis-
tribution rather than music promotion, as it first 
planned. The firm faced problems with high 
IT costs, but this was overcome through inter-
nal development, which is not a typical path. It 
made it possible to establish the external com-
pany Heaven11 and to enter new technological 
markets. To deal with conservatism in the value 
chain, the company provided educational ser-
vices and shifted its focus to foreign markets, 
which is a wide-spread practice.

Considering the experience of the music dis-
tribution company Broma16, several conclu-
sions can be drawn regarding the influence of 
digitalization on a firm’s business model and 
the role of the company in the value chain.

Consequence 1: Music distributors are tech-
nological companies, rather than music com-
panies.

Digital technologies formed the key infra-
structural part in the business models in crea-
tive industries [10]. The core platform for the 
Broma16 business model was developed by 
Heaven11, that can deliver products for other 
distributors. Hence, Heaven11 is the key com-
pany for the distribution role, since it techno-
logically ensures operation of the value chain. 
Digitalization is the reason for the growing 
importance of IT capabilities in intermediary 
companies, where technology firms can perform 
mediator roles successfully [22, 41]. This raises 
new challenges towards considering distributors 
as technological companies, rather than music 
companies. However, innovations require exper-
tise in the area to choose the right moment for 
the new solution launch, identify demand and 
prospects for the implementation. Digitaliza-
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tion contributes to new markets based on the 
combination of industry-specific and techno-
logical knowledge. For example, in the case of 
Broma16 it created a new intermediary “layer” 
of companies that provide technological services 
for distributors.

Consequence 2: Music distribution relies on 
digital instruments for management and mar-
keting.

Since music has become digital, companies 
have to use digital instruments for the distribu-
tion and related services. In Broma16, all com-
munications, management practices and statis-
tics have been transferred to the platform. Artists 
can collect data on the vast number of metrics 
(skip rate, shares, saves, and other responses by 
the user) to evaluate performance [18]. Labels 
can establish data-driven marketing strategies 
[17, 20]. However, this poses additional pres-
sure on producers [13]. Artists have to use digi-
tal marketing tools, develop social media, ana-
lyze data and metrics collected and counted by 
Broma16. They also need to develop a specific 
non-creative set of skills, what is called a “shift 
from musician-as-artist to musician-as-entre-
preneur” [14]. However, this is relevant only for 
independent musicians when major artists trans-
mit their work to labels [16]. As earlier it depends 
on the volume of resources (time, money) an 
artist or label is ready to invest in advertising.

Consequence 3: Local intermediaries get 
more opportunities to enter foreign markets, but 
they have to perform innovations new to these 
markets.

Digitalization leads to the globalization of cre-
ative industries, and it is easier for local com-
panies to perform successfully in international 
markets [37, 40]. In the presented case study, 
both Broma16 and Heaven11 had to innovate 
and introduce new products for foreign mar-
kets to enter them. The platform for music man-
agement and common database for all songs 
was innovative for the Russian market in 2012. 
iTunes was launched in Russia in the end of 2012, 

while the company Heaven11 was officially reg-
istered in the beginning of the year. Providing 
digital distribution services for Russian artists 
among the early adopters, Broma16 could iden-
tify the growing demand in other countries and 
enter those markets. But the platform was also 
innovative for foreign markets, where the mar-
ket of streaming was emerging. Local intermedi-
aries can get more opportunities to enter foreign 
markets, but in order to realize these opportuni-
ties they have to present innovative solutions for 
these markets. 

Consequence 4: Music distributors operate at 
the complicated intersection of legal and tech-
nological aspects.

The main problem for distribution is the doc-
umentation of music, since numerous authors 
with neighboring rights can produce a song, per-
formed in different sources both digitally and 
physically. Due to the lack of a single register of 
all songs with authors and sales (plays), it is very 
hard to control the copyright on digital content. 
Distribution companies have to find solutions 
for the afore-mentioned problems. Distributors 
are required to keep a register of all songs, with 
all copyright holders, and identify all streams, 
plays and sales for every song. Companies have 
to regularly update this register for thousands of 
songs to distribute royalties. Broma16 has auto-
mated most of these processes within the digi-
tal platform for music management. At the same 
time, distributors need to control the copyrights 
of clients and protect them, pay taxes on reve-
nues and royalties, considering local legislative 
systems. Often distributors adopt digital tech-
nologies for issues posed by digital distribution 
and legislation, rather than music, and operate 
at the intersection of these aspects.

To sum up, the hypothesis of the paper was 
confirmed. Distributors provide musicians with 
digital instruments for music management and 
promotion, as music consumption has moved 
to digital services. This allows us to consider 
distributors as technological companies. At the 
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same time, distributors have to deal with vast 
amounts of data and legal issues to provide high-
quality services to customers.

Conclusion

This paper identifies managerial practices 
towards digitalization in the Russian music dis-
tributor Broma16. Stimulated by developments 
in the external environment, internal transfor-
mation faced a lack of IT investments and skills 
among partners in the value chain. To overcome 
these barriers, one needs internal development 
of the digital solution through the involvement 
of IT specialists, refocusing on new technologi-
cal and foreign markets, and delivery of educa-
tional services. The study derives four major con-
sequences of digital transformation for the firm’s 
business model and role in the value chain:

♦♦ the firm can be considered as a technologi-
cal company, rather than a music company; 

♦♦ music distribution heavily relies on digital 
instruments for management and marketing; 

♦♦ local intermediaries get more opportunities 
to enter foreign markets, but they have to 
perform innovations new to these markets; 

♦♦ music distributors operate at the compli-
cated intersection of technological and leg-
islative issues.

Within the previous experience, analyzed 
through the review of literature, the current 
research applies a theoretical framework for 
the study of digitalization of music distributors, 
which is not very common among researchers, 
especially in Russia. This paper covers the moti-
vation of key stakeholders towards the transfor-
mation of the business model, key drivers and 
barriers, strengths and threats for the Broma16 
business. A similar approach can be used to 
study digital transformation on the corporate 
level in other creative industries for compara-
tive analysis.

The practices towards digital transformation 
management applied by one of the most inno-

vative music distribution companies in Russia 
are presented. Since the research was theory-
led, barriers, company faced, and actions taken 
to overcome them, were considered according to 
the previous experience. The paper shows how 
senior management has changed the motiva-
tion and goals of the company to reorient it in a 
new market niche for digital distributors. Indus-
try forecast and proactive in-house development 
of a digital platform allowed them to capture the 
market niche and enter foreign markets. Music 
distributors in emerging markets and firms in 
other creative industries can get some insights 
and apply them to avoid critical lock-ins.

This study can be useful for practitioners who 
manage digitalization in creative industries. The 
consequences identified can also be relevant for 
companies where streaming markets rapidly 
emerge right now, especially for companies in 
Latin America, for example Brazil, Argentina, 
Mexico, Paraguay [7, 26]. The reviewed expe-
rience may be interesting for Asian countries 
(South Korea, China, Japan) that try to establish 
domestic leaders instead of leaving the market 
free for Western firms, Apple, Spotify and other 
firms providing different services along the value 
chain. These companies are focusing on Russia, 
but domestic firms show they have advantages [4].

The study has several limitations. Firstly, 
it is based on a single case, which does not 
allow us to derive conclusions about develop-
ment that will cover all aspects of the indus-
try. Researchers can use the same theoretical 
framework to conduct multiple case studies 
and get some insights about linkages and dif-
ferences between companies, which will allow 
them to better understand the development 
of the industry. The second limitation arises 
from the inability to conduct in-depth inter-
views with employees of companies because 
of NDA agreements. To mitigate the barrier, 
further studies can use the same framework to 
conduct workshops with industry representa-
tives for in-depth examination of the changes 
stimulated by digitalization. 
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Appendix 1.

Background materials for interview

Source Internet link

About the company https://broma16.com/en/about/ 

Technology at the company https://broma16.com/en/technology/ 

Services provided by the company https://broma16.com/en/ 

News of the company https://broma16.com/en/news/ 

Roster of the company https://broma16.com/en/roster/artists/featured/ 

Accounts of the company in social media:  
Facebook, VKontakte

https://www.facebook.com/BroMa16/
https://vk.com/broma16 

Presentation of the company’s CEO  
at the conference “Coliseum 2019” https://www.youtube.com/watch?v=NWCg3N_uEvw 

Appendix 2.

Interview guideline

The interview was conducted as part of the 
non-commercial research. The purpose of the 
interview was to understand how the functions 
of distribution companies have been changed 

under digitalization. The interview was held in 
the online format. The length of the interview 
did not exceed two hours. Information about 
respondents was not disclosed, except for the 
employee’s position and length of service. Raw 
data collected within the interview was not the 
subject of publication.
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Part 1. Information about the respondent

1. Employee’s position:

2. Length of service in the company

Part 2. Technological development of the 
company

3. What role do information and digital 
technologies play in the company’s core 
business?

4. How has this role changed within the 
development of the company and industry?

5. How are information and digital tools 
used for everyday tasks?

6. Have there been any barriers or difficul-
ties in implementing new information and 
digital technologies? How did the company 
solve them?

Part 3. Interaction with customer

7. How do the company’s relationships with 
its customers develop?

8. How are information and digital tools used 
to provide services to customers?

9. Did the technological development of the 
company/industry stimulate changes in the 
set of services?

Part 4. Future development
10. How often does the company face the 
necessity to implement new digital solutions? 
What are the reasons for this necessity?

11. Is there a technology on the market that 
the company will be required to implement 
in the near future?

12. What will be the drivers and barriers for 
implementing a new solution in the near 
future?
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Abstract

Sales and marketing is the indispensable department of an organization which leads to the generation 
of revenue and building customer relationship. Marketing is the process of finding the potential 
customers and sales is the process of converting those potential customers into real customers. Hence, 
it is imperative that marketing and sales go hand in hand. Developing marketing strategies needs proper 
market research which can cover the relevant pointers like demographics, culture, spending power, 
income and many more. The process of segmentation, targeting and positioning (STP) is carried out 
to develop marketing and sales strategies. STP is done by collection of the marketing intelligence. 
For this process, surveys are also used but data mining has far more effective and better results so 
far. Organizations tend to take risk because of the importance and relevance of the marketing and 
sales department. Most of the budget in the organizations is allocated for marketing and promotional 
activities. For making data-driven and accurate decisions, data mining is used in various fields to 
extract valuable information and patterns. This paper discusses the use of the data mining concept on 
marketing. This paper aims to analyze marketing data with k-means data mining clustering techniques 
and to find the relationship between marketing and k-means data mining clustering techniques.
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Introduction

Marketing is a value creation process 
according to Philip Kotler [1]. It is 
all about what you deliver to your 

customer. People consider marketing and sales 
as the same but both are different and have their 
own relevance and impact in the organization. 
Marketing is the process of finding the potential 
customer and sales is the process of converting 
those potential customers into real customers 
[2]. The concept of marketing can be explained 
using different marketing concepts. First, there 
is a production concept, which explains that 
supply will create the demand. Second, the 
sales concept emphasis on selling the prod-
uct by hook or by crook. Third, the product 
concept gives importance to product innova-
tion and differentiation. Fourth, the market-
ing concept, which believes in catering to the 
needs of the customer as customer, is king for 
them. Lastly, the societal marketing concept 
focuses on the customer as well as society and 
the environment. It totally depends upon the 
organization to decide which concept it wants 
to follow. Whenever anyone considers market-
ing strategies, marketing mix is used. Accord-
ing to Philip Kotler, marketing mix comprises 
four components i.e., product, price, place and 
promotion [1].

Data mining is a process of extracting 
knowledge from large amounts of data. It is 
a technique to find trends, patterns, correla-
tions, anomalies in databases which can be 
helpful to make accurate future decisions. 
It is also known as knowledge discovery in 
databases (KDD) results. Data mining helps 
experts to understand the data and leads to 

better and data driven decisions. Data mining 
is an intersection of three fields: databases, 
artificial intelligence and machine learning. 
The steps of data mining includes data cleans-
ing (for the removal of noisy and inconsist-
ent data), data integration (to combine data 
from multiple sources for efficient data pro-
cessing), data selection (to select and retrieve 
the relevant data for analysis), data transfor-
mation (to transform the collected data into 
a desirable form for further data processing), 
data mining (a technique applied on data for 
various pattern matching methods), pattern 
evolution (to determine important patterns 
which represent knowledge and data insights) 
and knowledge presentation (this is done by 
various visualization methods for knowledge 
representation pictorially or graphically). The 
various applications of data mining include 
market basket analysis (association mining). 
Market basket analysis is the method to dis-
cover relations or correlations among the set 
of data items. Classification analyzes a train-
ing set of objects with known labels and tries 
to form a model for each class based on the 
features in the data. Regression is to pre-
dict values of some missing data or to build a 
model for some attributes using other attrib-
utes of the data. Time Series Analysis analyzes 
time series data to find certain regularities and 
interestingness in data. Clustering is used to 
identify clusters embedded in the data. The 
task of clustering is to find clusters for which 
intra-cluster similarity is high and inter-clus-
ter similarity is low. Outlier analysis is used to 
find outliers in the data, namely detect data 
which are very far away from average behavior 
of the data [3].
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This paper focuses on the importance of data 
mining approaches, specifically clustering, for 
formalizing the marketing strategies by under-
standing customer needs and spending behav-
ior. The paper highlights the importance of vis-
ualization tools to understand the important 
relationships between various parameters in the 
dataset. It shows that how a pair-plot can be 
helpful in identifying clusters and the silhou-
ette score for deciding the k value for k-means 
clustering method.

The rest of the paper is organized as follows: 
Section 1 presents the motivation and research 
rationale of the study. Section 2 describes 
numerous existing models and related work 
using various clustering methods. Section 3 
presents the research design and methodology 
followed for this work. Section 4 describes the 
results and discussions. The last Section con-
cludes the paper with future recommendations.

1. Motivation  
and research rationale

This study aims to work on the transaction 
dataset of a store which is taken from an internet 
source [4] for making clusters of customers 
depending upon their income and spending 
score. This will lead to segmentation, targeting 
and positioning (STP) of the customers and 
their behavior patterns will help us to develop 
sustainable marketing strategies. Nowadays, 
everything is connected to the customer with the 
help of the Internet of things. You just need space 
to store data to perform analysis to keep track of 
the customers. This study can help organizations 
to gain new customers and maintain loyal 
customers. The main contributions of this paper 
are summarized as follows:

♦♦ to perform market segmentation of the 
customers depending upon their spending 
using unsupervised machine learning;

♦♦ to perform STP;

♦♦ to know the target customer and develop 
marketing strategies.

2. Existing models  
with literature review

Association rule mining is a data-mining con-
cept which is used to optimize the patterns asso-
ciated with dynamic behaviors of transactions 
made by customers when purchasing some spe-
cific products. The insights generated from this 
technique can be used by the retailing business 
for making data-driven decision-making. Using 
this algorithm, the frequent transactions made 
by the customers have been analyzed using the 
support and confidence of the customers in buy-
ing associated items. The analysis conducted by 
Association rule mining model can best be used 
in managing product placement on the shelves in 
the supermarket [5–7]. The study was conducted 
in order to make a market basket analysis by using 
association rules. The data used in the study was 
the sales data of a supermarket from the Vancou-
ver Island University website. Data was analyzed 
in the Weka tool where the dataset contained 225 
different products for analysis [8].

The study focused on small and medium enter-
prises (SMEs), where customer behavior was ana-
lyzed from the perspective of SMEs. The model 
proposed the integration of customer relationship 
management (CRM) and the data mining tech-
niques to provide effective rules and new patterns 
for better decision-making. The model suggested 
that as the era of big data is unwinding itself, the 
data mining application may enhance accuracy 
of rules and patterns, all of which can further 
help the enterprises to improve customers’ satis-
faction and loyalty, reduce customer churn and 
so on. The suggested models can also help SMEs 
to classify the priority customer groups and offer 
them better facilities and ranges to retain them. 
The suggested models can help the enterprises to 
further improve their market share, position in 
the market and maintain a positive development 
process [9–11].

The model incorporated a new graphical dis-
play for clustering techniques. In this model, 
each cluster is represented by a silhouette. The 
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silhouette is based on the comparison of its 
tightness and separation. This silhouette showed 
which objects lie well within their cluster and 
which ones are merely somewhere in between 
clusters. The whole clustering is displayed by 
combining the silhouettes into a single plot. The 
average silhouette width provides an evaluation 
of clustering validity and may help to select an 
‘appropriate’ number of clusters [12–13].

Classification of aquifer vulnerability using 
k-means cluster analysis uses the applica-
tion of the cluster analysis in ground vulner-
ability assessment using the k-means tech-
nique. In this study, a clustering technique is 
used because it removes some of the subjectiv-
ity associated with the indexing method. It cre-
ates a vulnerability map that does not rely on 
fixed weights and ratings and provides a more 
objective representation of the system’s phys-
ical characteristics. The model was applied 
to an aquifer in Iran and compared with the 
standard DRASTIC approach using the water 
quality parameters nitrate, chloride and total 
dissolved solids (TDS) as surrogate indica-
tors of aquifer vulnerability. The model having 
clustering techniques outperformed the other 
methods [14–16].

The paper discovered the segments of organic 
food consumers in Lebanon by using a market 
segmentation based on lifestyle and attitude 
variables to generate appropriate marketing 
strategies for each market segment [17]. Mar-
ket basket analysis (MBA) is a very powerful 
data mining technique which provides various 
types of information, like buying behavior of 
the customer, likes, dislikes, etc. to the retailer, 
all of which can help the retailer perform cor-
rect decision-making. It can be used in vari-
ous fields, such as marketing, management, 
bioinformatics, the education field and many 
more. MBA is a very useful technique to find 
out interesting patterns from a large amount of 
data which can automatically track any type of 
changes in facts from previous data [18–20].

The authors used a k-means clustering algo-
rithm to identify the customer segmentation in 
a supervised manner. The methodology could 
understand the complex relationships existing 
in the data attributes [21]. The authors analyzed 
the data of an e-commerce portal to under-
stand the requirements of the customers so as 
to provide them better services in the future. A 
k-means clustering algorithm was used to ana-
lyze the data, considering customer segmenta-
tion as an important aspect of it [22–23]. The 
authors analyzed data of three online food chains 
and applied various clustering algorithms on the 
same. Though there is no fixed model of a par-
ticular algorithm which could show best results, 
k-means clustering has shown promising results 
on the data [24]. The authors suggested how 
customer segmentation can be implemented 
and can be useful to understand the customers. 
Customer segmentation can be a stepping-stone 
for identifying future prospective customers and 
specific marketing strategies can be formulated 
considering the customer segment [25]. The 
authors have stressed the use of machine learn-
ing algorithms for customer segmentation, since 
it can enhance productivity and profitability of 
an organization. K-means clustering was used 
for the study and it has shown very promising 
results for customer segmentation [26].

3. Research design  
and methodology  

(data collection method)

A. Sampling method. Secondary data, mall 
customer segmentation dataset from an inter-
net source [4].

B. Sample size. The dataset which is used 
for the analysis contains people’s purchasing 
attributes in the Malls. This dataset has five 
features – customerID, age, gender, credit 
score and income. There are data for about 200 
transactions used for data analysis.

C. Research rationale. To devise a compre-
hensive model that can be used to classify cus-
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tomers based on spending score and annual 
income for developing appropriate marketing 
strategies.

D. Tools used. R Studio [27], Weka [28], MS 
Excel [29].

R Studio and Weka are freeware which are 
used for data analytics. These tools are mostly 
used for data analytics in the field of industry 
as well as academia. MS Excel is a sub-tool of 
Microsoft Office, which is generally used for 
data preparation and preprocessing.

E. Clustering algorithms used. The k-means 
clustering algorithm [24] is based on the Euclid-
ian distance to figure out k clusters in the data. 
The clusters are homogeneous within them 
and represent similar types of data. K-means 
clustering is most suitable to handle big and 
hyper spherical data. It is best suited for market 
segmentation, social network analytics, image 
segmentation and so on.

4. Results and discussion

The dataset is preprocessed and cleansed in 
Excel [29] by using descriptive statistics. The 
dataset is balanced as the distribution of males 
and females are almost the same. The distribu-
tion of data is checked in Weka [28] and pair 
plots are generated to show the same.

From the pair plot in Fig. 1, we found that 
the last row is insightful since it gives an indi-
cation of hidden clusters in the data. There is 
cluster formation between the Spending score 
(1–100) vs. CustomerID, the Spending score 
vs. Age and the Spending score (1–100) vs. 
Annual income (in thousands of US dollars).

The joint-plots, distributions, correlation 
matrix, silhouette coefficient and k-means 
clusters are generated in R-Studio [27] by using 
its libraries. The joint-plot of spending score 
and age as shown in Fig. 2a shows that there 
are two bright core areas where density is very 

Plot Matrix

Spending score (1–100) 

Annual income (k$) 

Age

Gender

CustomerID

CustomerID         Gender                   Age Annual 
income (k$) 

Spending 
score (1–100) 

Fig. 1. Pair-plot of variables representing a pairwise relationship  
among CustomerID, Age, Annual Income (in thousands of US dollars) and Spending Score (1–100).
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high. There are two different spending habits 
in different age groups represented in the plot.

The joint-plot of the spending score and 
annual income as shown in Fig. 2b shows that 
there is one area where density is very high i.e., 
in the middle. The other four areas show dif-
ferent patterns for the user. This may be pos-
sible because of the different purchasing power 
of the customers and their different spending 
habits. The five groups from the observations 
include Low income & High spending habits, 
Low income & Low spending habits, Moder-
ate income & Moderate spending habits, High 
income & High spending habits and High 
income & Low spending habits. Joint-plot of 
Annual income and Age as shown in Fig. 2c 
and Fig. 3 shows that the people in mid-30s 
have roughly a mean income of $80 000. If we 
compare the yearly income of more than $100 
000, we find that males have more than $100 
000 income in their early 30s and in the case 
of females it’s around mid-40s. Perhaps, this is 
due to the disparity in pay.

The average value of the spending score of 
females is slightly more than that of the males. 
Notice the bulge of the graph in Fig. 3, which 

Fig. 2a. Joint plots for describing  
(Spending score and Age) distributions on the same plot.

Fig 2b. Joint plots for describing  
(Spending score and Annual income)  

distributions on the same plot

Age

Annual income (k$)

0        20       40       60        80      100      120     140     160

10        20        30        40         50        60        70        80

Fig 2c. Joint plots for describing  
(Annual income and Age) distributions on the same plot.
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shows the mean value. Figure 4 shows the 
Annual income of Males and Females. Thus, 
the average income of females (Female = 0) is 
less than that of males (Male = 1).

The distribution of the data showed that most 
of the people are less than 45 years of age. For 
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most of the customers, the spending score 
centers between 40 and 60. Annual income and 
gender have a positive correlation. There is a 
positive correlation between annual income 
and the spending score as shown in Fig. 5. 

Customer Segmentation with k-means 
using the Silhouette Score. The Silhouette 
coefficient in k-means clustering is calculated 
using the mean intra-cluster distance “a” and 
the mean nearest-cluster distance “b” for each 
sample. The Silhouette coefficient for a sam-
ple is (b – a) / max (a, b) where b is the dis-
tance between a sample and the nearest clus-
ter that the sample is not a part of. Note that 
the Silhouette coefficient is only defined if the 
number of labels is 2 ≤ n_labels ≤ (n_samples 
– 1). Trying to find clusters based on features 
like Annual income & Spending score. Since 
the Silhouette score is maximum for k = 5, it 
is a good idea to cluster the data into five sub-
groups.

The Silhouette coefficient has helped us to 
decide on the number of clusters to be taken for 
the study. In k-means clustering, selecting the 
value of k is of utmost importance. By using the 
Silhouette coefficient, selecting the value k has 
become very clear and simple. From the plot 
in Fig. 6 there are five clusters: cluster A, clus-
ter B, cluster C, cluster D and cluster E. Custom-

Fig. 3. Annual income (in thousands of USD) vs. Gender.
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Fig. 4. Box-plot for Spending score (1-100) vs. Gender.
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ers of the cluster E are misers as they have more 
purchasing power but they have a lower spend-
ing score. Customers of the cluster A, cluster B 
and cluster C are easy to handle. The customers 
of cluster D groups are a threat to the organiza-
tion because they have less income but a larger 
spending score. They can be defaulters in the 
future. Therefore, by using k-means clustering 
and the Silhouette coefficient, customer clas-
sifications can be easily visualized. Hence, the 
marketing teams can easily identify potential 
customers.

Conclusion

Nowadays, it is very crucial to identify your 
potential customers in order to have a more data 
driven strategy to target customers. From the 
above data analysis, it is concluded that the dis-
tribution of males and females is nearly same. 
The pair-plot helps us to explain the permuta-
tion of the attributes, which helps in pattern, or 
cluster identification. With the help of the joint-
plot between the spending score and annual 
income, purchasing capacity as well as spend-
ing habits of the customers can be analyzed. It is 
observed from the k-means clustering that cus-
tomers can be classified into five groups such as 
“Low income & High spending habits,” “Low 
income & Low spending habits,” “Moderate 
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income & Moderate spending habits,” “High 
income & High spending habits” and “High 
income & Low spending habits.” The box-plot 
for Spending score and Gender shows that the 
mean Spending scores of females are slightly 
more than that of the males whereas the violin 
plot shows that the average income of females is 
less than that of males. In this data, the major-
ity of the people are less than 45 years of age and 
most of the customers, spending score centers 
between 40 and 60. Annual income and gen-
der have positive correlation. There is a positive 
correlation annual income and spending score. 
The segmentation of the customers is done by a 
k-means algorithm. The value of the k is decided 
by the Silhouette score. We tried to find clusters 
based on features like Annual income & Spend-
ing score. The algorithm divided the data into 
five subgroups from which one could formulate 
marketing strategies in order to sell their prod-
ucts to the target audience.

In this study, the following problems have 
been resolved:

♦♦ to perform STP;

♦♦ to know the target customer and develop 
marketing strategies;

Fig. 5. Correlation matrix to show the correlation among variables such as customerID,  
Gender, Age, Annual income, Spending score.
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Fig. 6. K-means clusters for customer classification.

♦♦ to solve this problem, the dataset of a retail 
store was taken and we performed explora-
tory data analysis by using data visualization 
using various plots starting from the pair plot 
to the k-means plot. 

The pair plot explains the relationships and 
patterns, which act as a stepping-stone for 
further analysis. There is cluster formation 
between Spending score (1-100) vs. Custom-
erID, Spending score vs. Age and Spending 
score (1-100) vs. Annual income (in thousands 
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of USD) and these attributes were taken up 
for the study using joint plots. The joint-plot 
of Spending score and Annual income shows 
that there is one area where density is very high 
i.e., in the middle. The other four areas show 
different patterns for customers. This may be 
because of the different purchasing capac-
ity of the customers and their different spend-
ing habits. The five groups from the observa-
tions includes Low income & High spending 
habits, Low income & Low spending habits, 
Moderate income & Moderate spending hab-
its, High income & High spending habits and 
High income & Low spending habits. 

The data visualization between Spend-
ing score and Annual income was presented. 
To know the accurate number of clusters, the 
Silhouette coefficient was used and its value 
came out to be five in this dataset, i.e. five clus-
ters were considered for this study. Custom-
ers in сluster E have an annual income but 
they are spending very less from their income 
because their spending score is very low. This 
is a very important segment because they have 
the money to pay. A lot of marketing and pro-
motional activities are required to influence 
this segment (group). A market basket analy-
sis should be done to know the pattern associ-
ated with the purchase of goods. This can help 
us to know the better product placement of 
the product on the aisle. Marketing should be 
done in such a way that the consumers relate 
the product with their lifestyle; this will boost 
sales. A discount and offer can help the store 
to get more revenue. Customers who are in 
cluster A, cluster B and cluster C clusters have 

nearly the same annual income and spending 
score. These customers do not need more mar-
keting and promotional activities. They can be 
tackled by the salesmen directly. Customers in 
cluster D are the ones who rely on the credit 
card because their annual income is very much 
less than their spending score. These custom-
ers have higher chances of becoming default-
ers because their income is low but they are 
spendthrifts. The difference of outcomes in 
comparison with other competitive approaches 
and solutions is that our solutions are accurate 
because they have scientific and mathematical 
backup. The solution proposed in this paper is 
based on logic and data, not on gut feeling and 
experiences. The solutions are safer and more 
reliable than traditional methods of STP. These 
solutions can be applicable to SMEs and small 
business persons with low investment and help 
them to use their hard-earned money in a justi-
fied way. In this paper, an algorithm divided the 
data into five subgroups which could be used to 
formulate marketing strategies in order to sell 
products to the target audience. IT systems can 
be developed for the SMEs and small business 
for the management of the sales and marketing 
of the business so that they can allocate their 
limited resources and budget for maximum 
benefits. Data scientists have a crucial role in 
this field because it is very important to under-
stand the data of a particular organization. The 
exponential generation of the data and the 
growth of artificial intelligence has given an 
opportunity to data scientists and marketing 
tycoons so they can come together and build 
an IT system at affordable rates which will 
enhance the business process.  
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Introduction

One of the outputs of industrial devel-
opment is environmental pollution. 
Carbon dioxide gas accounts for 

about 60 percent of all greenhouse gases, and 
about 81 percent of all greenhouse gas emis-
sions come from fossil fuel consumption. Fos-
sil fuels, on the one hand, are the most impor-
tant sources of energy for cities, while being 
the main source of pollution. Iran is one of the 
highest carbon emission-intensive countries in 
the world. Total CO

2
 emissions in 1990 were 

201.8 million metric tons (MMT), which has 
increased rapidly at an average annual rate of 
5.7% to 372 MMT by 2003 [1]. 

The amount of particulate matters in the 
atmosphere is one of the most important indica-
tors of air pollution. Aerosols have a great impact 
on the climate and human environment. Trop-
ospheric aerosols, known as particulate mat-
ter, have an adverse effect on human health [2].  
One of the atmospheric pollutants, sulfur diox-
ide, causes acid rain and many other adverse 
environmental effects and health hazards [3]. 

The main reason for the increasing CO
2
 

emissions in industries is high levels of energy 
consumption. Based on reports from the Inter-
national Energy Agency [4], the global indus-
trial sector is responsible for about 40% of total 
energy consumption in the world. Due to the 

raised awareness about environmental issues 
and technological advancements that help 
reduce environmental damage, there has been 
a decline in CO

2
 emissions from industries in 

developed countries; however, such emissions 
are greatly increasing in developing countries 
[5].

Data envelopment analysis (DEA) is novel 
area of study, as well as a necessary mathe-
matical tool for evaluating the relative effi-
ciency of a set of homogenous decision-mak-
ing units (DMU). This method has attracted 
a lot of attention in various fields of manage-
ment sciences [6]. DEA, which is a non-par-
ametric method, has had many applications 
in solving the problem of resource allocation 
when all DMUs are under the control of a sin-
gle centralized decision maker (DM). There is 
no prior functional form in DEA, and there is 
no need for the many assumptions that emerge 
by using statistical methods for function esti-
mation. At the same time, DEA produces good 
results when used in resource allocation [5, 7]. 
Many papers have been presented based on 
DEA for allocating resources to a set of DMUs 
in which the purpose of the DM has been to 
minimize the total input consumption or to 
maximize the total output production of all 
DMUs instead of considering each one indi-
vidually and set separate targets for each DMU. 
Centralized resource allocation was presented 

considered as a function of the total desirable outputs, if necessary, the changes should be applied to 
the total desirable outputs and there is no need to reduce each desirable output individually. Finally, 
the model proposed based on goal programming (GP) is used in 20 different regions in China. The 
results produced by this model indicate that the reduction proportion of total environmental pollution 
emissions per energy saving was larger than the reduction proportion of total desirable outputs.
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by [8] for the first time, which sought radical 
reduction in the total consumption of every 
input by all units. In [7], the authors designed 
a multi-objective model for resource allocation 
to find the maximum amount of production. 
They defined a transformation possibility set for 
each DMU with two assumptions; the first one 
was to assume that the unit’s efficiency stays 
constant during the planning period, and the 
other assumption was that each unit could have 
a proportional scaling of changes in inputs and 
outputs. Later, [9] considered one of the mod-
els presented by [8] and modified it to adjust 
the inefficient units. The study [10] extended 
a simplified model of [8]. This model recog-
nized more efficient units and was much sim-
pler to execute than the previous models. The 
special characteristic of this model was that 
the centralized DM did not necessarily need 
to keep the original number of DMUs fixed. 
For other extensions of the model proposed by 
[8], one can refer to [11, 12]. Other proposed 
models for centralized resource allocation 
can be found in [13–15]. The study [14] pro-
posed two ideas: one idea maximized the total 
efficiency, while the other one simultaneously 
maximized the output production and mini-
mized the input consumption. In this method, 
the new efficiency of all DMUs becomes equal 
to one after production design; this efficiency 
improvement is not logical and feasible in 
practice. On the other hand, there is no guar-
antee that the inputs (outputs) will decrease 
(increase) significantly. Also, there is no logi-
cal connection between these changes and they 
may not be fair. In [16], the authors extended 
a method that implemented the demand and 
supply changes in a centralized decision-mak-
ing environment under a predictable assump-
tion. The study [17] presented a DEA model 
for centralized resource allocation with the 
assumption of adjustable and non-adjustable 
inputs and transferable and non-transferable 
outputs. Then, he analyzed the structural effi-
ciency of the model using the structural effi-
ciency analysis presented by [18]. The study 

[19] combined energy consumption reduction 
through resource allocation with DEA mod-
els with undesirable outputs, and proposed a 
multi-objective model for resource allocation 
under energy saving constraints. Since energy 
saving decreases both the desirable and unde-
sirable outputs, the aim of their model was to 
make the reduction proportion of the desirable 
outputs would be less than the reduction pro-
portion of the harmful outputs. This way, rec-
ommendations can be made regarding energy 
and environmental policies toward saving 
energy and reducing air pollution. They also 
studied the classification of natural resources 
in China and used an input-oriented slacks-
based model for measuring the efficiency of 
provinces [20]; then, they proposed a DEA-
based approach for allocating the total natural 
resources. Unlike conventional DEA models, 
it seems necessary to consider both desirable 
and undesirable outputs in environmental per-
formance evaluation [21]. 

Many of the findings of DEA studies have 
been used for environmental performance 
measurement. The study [22] focused on the 
analysis of optimal energy allocation and envi-
ronmental performance of China’s three major 
urban agglomerations. In particular, that study 
first used a fixed-input DEA model to obtain 
the optimal allocation of energy input. Then, 
an evaluation model based on the optimal allo-
cation of energy input was proposed to evalu-
ate the environmental performance. In [23], 
the researchers constructed an evaluation indi-
cator system based on three stages, namely 
economic production, wastewater treatment, 
and human health, and used the undesirable 
three-stage dynamic data envelopment analy-
sis model to empirically evaluate the total effi-
ciency, stage efficiency, and the efficiency of 
various indicators.

Goal Programming (GP) is a developed form 
of Linear Programming. GP tries to achieve 
several goals simultaneously and allows devi-
ation from the goal. Therefore, it has flexibil-



BUSINESS INFORMATICS   Vol. 16  No. 1 – 2022

86

ity in decision-making processes. The main 
approach of GP is to allocate a special target 
value to each objective function and then look 
for a solution that would minimize unwanted 
deviations from the intended goals [24]. GP 
was used as a method for solving multi-objec-
tive problems with the aim of minimizing 
unwanted deviations from the set goals. There 
exist two main algorithms for solving a GP 
problem: the weighted sum model and the lex-
icographic model. The studies [25, 26] pro-
posed using GP for MCDEA models. The dif-
ficulty in solving a multi-objective problem is 
finding a solution that would optimize all the 
objectives simultaneously [27]. Since there is 
no such solution in most cases, a non-domi-
nated solution set is needed. Paper [25] pro-
posed using the lexicographic model to solve 
GP problems and allocating priority to the 
objective functions of MCDEA. 

In [26] was proposed the weighted goal pro-
gramming method (GPDEA). The studies 
[28, 29] addressed the connections between 
multi-objective problems and DEA. Further-
more, there have been some models that max-
imized the efficiency of all DMUs simultane-
ously (e.g., [30–33]). Industrial production 
is always associated with energy consump-
tion and greenhouse gas emission (the most 
important is CO

2
 emission). As energy con-

sumption decreases, the desirable output will 
also decrease, but when industrial estates are 
required by governments to reduce and con-
trol pollution, if energy storage does not lead 
to a reduction in environmental pollution, the 
model is not valid in the eyes of the central 
manager. In the centralized resource alloca-
tion model proposed by [19], we show that 
undesirable output changes become zero by 
saving energy. In this paper, we modify their 
model so that with a reduction in energy con-
sumption, a significant reduction in CO

2
 

emission is achieved, and show that if the cen-
tralized DM considers boundaries for changes 
in the inputs and outputs, the model may be 

infeasible, since choosing suitably and feasibly 
will be a difficult task for the centralized DM. 
Therefore, the model is modified through GP 
in a way that makes it feasible.

On the other hand, the reduction of individ-
ual desirable outputs due to reductions in the 
undesirable outputs has the weakness that some 
undesirable outputs may have been out of the 
acceptable standard range. In such cases, some 
undesirable outputs may be reduced without 
any reduction in the desirable outputs. 

What this paper proposes is that since an 
undesirable output is considered to be a func-
tion of the total desirable outputs, if neces-
sary, the changes should be applied to the total 
desirable outputs. According to the abovemen-
tioned, the innovations of this research are:

♦♦ Rectifying the infeasibility of the allocation 
model in cases where unsuitable boundaries 
are selected for the input/output changes, 
which are assigned by the DM.

♦♦ Modifying the pre-presented model and 
eliminating the weakness of the respective 
model in reducing the undesirable outputs.

♦♦ Presenting a new model that does not require 
the reduction of each and every desirable 
output in the units (production industries) 
in order to save energy and reduce pollu-
tion, since there could be a case where in a 
given region, some units have a large amount 
of undesirable outputs due to performance 
weaknesses, in which case the reduction of a 
portion of undesirable outputs in the entirety 
of units may not require a reduction of desir-
able outputs in all units. 

The rest of the paper is organized as follows: 
In section 1 (Theoretical background), an 
introduction is provided to the conventional 
DEA model and the centralized resource allo-
cation models, as well as the method of using 
GP to solve multi-objective problems. This 
section also discusses the defects of the pre-
viously mentioned model. In section 2 (Pro-



BUSINESS INFORMATICS   Vol. 16  No. 1 – 2022

87

posed model), we present our proposed model 
for centralized resource allocation with the 
aim of energy saving and reducing envi-
ronmental pollution emissions. The advan-
tages to the model are also included in this 
section. The application of GP in the pro-
posed resource allocation model is illustrated 
through a numerical example in section 3 
(Numerical example). Finally, some conclu-
sions and remarks are provided. 

1. Theoretical background

Data envelopment analysis (DEA) is a power-
ful tool for evaluating the relative efficiency of 
a set of DMUs that consume multiple inputs to 
produce multiple outputs. Suppose there are n 
DMUs that are in need of evaluation, and each 
one consumes m different inputs to produce 
s different outputs. Suppose X

j
 = (x

1j
, ...x

mj
)T 

  
and Y

j
 = (y

1j
, ...y

sj
)T, X

j
 ≥ 0, Y

j
 ≥ 0  are the input 

and output vectors, respectively. The production 
possibility set T is defined as:

  T = {(x, y)| y can be produced from x}.   (1)

In [34] is defined the following PPS using the 
constant returns to scale (CRS) assumption.

           .    (2)

The input-oriented model for evaluating 
DMU

o
, o  {1, ..., n} under the assumption of 

CRS can be achieved by solving the following 
ratio programing problem [34].

 ,                     (3)

   

,

ur , vi         r = 1, ..., s,       i = 1, ..., m.

Here  > 0 is a non-Archimedean element de-
fined to be smaller than any positive real num-
ber.

GP provides the means for attempting to 
achieve several objectives simultaneously. Many 
researchers, including [28, 29, 35], have investi-
gated the relationships between DEA and MOP. 
Several methods have been developed to solve 
multi-objective problems (see: [36–38]), one of 
which is Goal programming [24, 39].

1.1. Resource  
allocation models

In recent years, various applications of 
DEA have been seen in most countries 
around the world for the purposes of evalu-
ating the performance of organizations and 
other common activities in different areas. 
In the context of planning and resource allo-
cation, a number of optimization techniques 
have been introduced, such as multi-objec-
tive programming. The purpose of a central 
unit is to design a reasonable resource allo-
cation mechanism that can bring the great-
est benefits for the central organization [7, 
40, 41]. In many real-world scenarios, all of 
the DMUs may be under the influence of a 
central decision maker who can supervise 
the resource consumption of these units. The 
main purpose of resource allocation is to allo-
cate resources in such a way that the general 
goals of the organization are achieved as far 
as possible. Unlike conventional DEA mod-
els, [42] considered undesirable factors as 
an important factor in efficiency evaluation. 
The studies [43–45] suggested an alternative 
approach in environmental technology in 
which the desirable outputs increased while 
the undesirable outputs decreased. The study 
[19] considered both desirable and undesir-
able outputs in their evaluation, as there are 
undesirable outputs in the production pro-
cess. Their model helped the DM allocate 
future resources while taking energy sav-
ing into account. They combined the energy 
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consumption reduction targets with resource 
allocation and proposed a multi-objective 
programming model that not only reduced 
the undesirable outputs but also decreased 
the desirable outputs in order to improve the 
undesirable output production.

They defined the transformation possibility 
set as follows:

   ,	
(4)

.

Their model, based on the CRS assumption, 
is formulated as follows:

                    ,	

                     ,	 (5)

s.t.

                    ,  j = 1, ..., n,	 (5-1)

                    ,  j = 1, ..., n,	 (5-2)

                    ,  j = 1, ..., n,	 (5-3)

                ,  j = 1, ..., n,	 (5-4)

                ,  j = 1, ..., n,	 (5-5)

                ,  j = 1, ..., n,	 (5-6)

                  ,  j = 1, ..., n,	 (5-7)

                         .	 (5-8)

Where the vectors 

            

and the matrices X, Y  g, Y b are defined as follows:

X > 0, Y  g > 0, Y b > 0.

X
j
 represents the saving amount of inputs 

in DMU
j 
, any ,  denote the reduction 

amounts of desirable and undesirable outputs 
in DMU

j
, respectively. F

j
 (transformation pos-

sibility set) represents the capacity of input and 
output changes for DMU

j 
. [A

j
, B

j 
] indicates the 

capacity of desirable output changes, and M is 
the maximum emission reduction, which is de-
termined by the DM.

2. Proposed model:  
resource allocation models based  

on goal programming

In Model (5), independent of what the value 
of  (positive or zero) is in the optimal solu-

tion, in the constraints (5-2) and (5-8), y
j
 b = 0 

is true. It has also already been established that  

y
j
 b = 0 is true in constraint (5-5). Therefore, in 

all constraints, y
j
 b = 0 (j = 1,…, n) is a solution, 

and since it does not exist in the objective func-
tion, then y

j
 b = 0 is always true, which indicates 

a defect in Model (5). Let us also assume that the 
manager considers the following goals: 

If A
j
, B

j
, C

j
, D

j
, M for j = 1,…, n are not chosen 

pro-perly, Model (5) will be infeasible. In this 
paper, this model is modified using GP in a way 
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that it becomes feasible and y
j
 b > 0 is obtained. 

Therefore, we define Fj
 as follows.

, (6)

 .

And assuming that the production possibility 

set remains unchanged in each step,

,   (7)

 . (8)

Now, the resource allocation model is present-

ed using GP as follows:

    ,	

           ,       (9)

   .

s.t.

,  

j = 1, ..., n,  i = 1, ..., m,         (9-1)

,  

j = 1, ..., n,  r = 1, ..., s
1
,        (9-2)

,

j = 1, ..., n,  p = 1, ..., s
2
,         (9-3)

, j = 1, ..., n, i = 1, ..., m,    (9-4)

     , j = 1, ..., n, r = 1, ..., s
1
,    (9-5)

  , j = 1, ..., n, p = 1, ..., s
2
,

   
(9-6)

      , j = 1, ..., n,    (9-7)

       ,  j = 1, ..., n,     (9-8)

         ,  j = 1, ..., n,      (9-9)

         ,  j = 1, ..., n,     (9-10)

         ,     (9-11)

                              ,  j = 1, ..., n,                  (9-12)

              ,  j = 1, ..., n,  l = 1, ..., p,           

where Y g and X are as defined in equation 
(8), and

 ,  
 

,  ,

x
j
 = [ x

1j
,

 

 x
2j

 

, ... x
mj 

],

 

.

Constraints (9-1) – (9-3) in model (9) indi-

cate that the reduced outputs and inputs belong 

to the PPS. Constraints (9-4) – (9-6) ensure that 

the changed output and input values for each 

DMU belong to its own transformation possi-

bility set. In constraints (9-7) and (9-8), if the 

management’s expectation for y
j
 g to fall within 

the interval of C
j , Dj  is unattainable, the devia-

tion variables n
j
 ,  will modify it and make the 

problem feasible. This is also true for constraints 

(9-9) – (9-11). 

The optimal values of this model can be ob-
tained in two steps. The first step is to obtain 
the minimum of the total deviation variables 
for the goal considered by the central manag-
er, which is considered as the first priority for 
the problem to be feasible, and then obtain the 
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optimal solution to this model using the lexi-
cographic method. The second step is to ob-
tain the weighted sum of the two next objective 
functions in order to minimize the desirable 
output reduction and maximize energy saving 
in the optimal solution obtained from the first 
step.

Theorem. y
j
 b > 0 is true for all j = 1,…, n that 

have a positive x
j
 .

Proof: Since x
j
 > 0 and x

j
 > 0 in constraint (9-4),  

j
  > 0 is true. On the other hand, based on con-

straint (9-6) and the fact that y
j
 b > 0 and 

j
  > 0, 

we arrive at y
j
 b > 0. 

On the other hand, since an undesirable out-
put is a function of the total desirable outputs, if 
necessary, the required changes shall be applied 
to the totality of the desirable outputs. Therefore, 
reducing individual desirable outputs is not logi-
cal, as some of the undesirable outputs may have 
been out of the acceptable standard range. For 
example, the carbon monoxide gas produced in 
industrial plants in a geographical region would 
cause pollution in that region. However, reduced 
pollution may be achieved by a reduction in any 
one of the factories, so all factories are not nec-
essarily forced to reduce their emissions. In this 
regard, the transformation possibility set defined 
in this paper will, in addition to energy saving, 
reduce the undesirable outputs following a min-
imum reduction in the total desirable outputs. 
Therefore, the set F is defined as a transforma-
tion possibility set for the total inputs and out-
puts as follows:

, (10)

,

                                   .

Now, by considering a tradeoff of reductions in the 
desirable and undesirable outputs and using GP, the 
centralized resource allocation model is presented as 

follows:

  ,  (11)

          , ,

s.t.

    , i = 1, ..., m,   (11-1)

     , r = 1, ..., s
1
,   (11-2)

    ,  p = 1, ..., s
2
,  (11-3)

          ,  j = 1, ..., n,  i = 1, ..., m,    (11-4)

           , r = 1, ..., s
1
,     (11-5)

          ,  p = 1, ..., s
2
,    (11-6)

               ,  j = 1, ..., n,        (11-7)

             ,  j = 1, ..., n,      (11-8)

                    ,  j = 1, ..., n,          (11-9)

                         ,  j = 1, ..., n,            (11-10)

                         ,  j = 1, ..., n,           (11-10)

                                       ,                      (11-12)

                                  (11-13)

,  j = 1, ..., n,  l = 1, ..., p.

Constraints (11-1) – (11-3) in model (8) in-
dicate that the total reduced outputs and inputs 
belong to the PPS. That is to say, 
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and constraints (11-4) – (11-7) indicate that 

     .

In other words, it is guaranteed that the to-
tal changed values of inputs and outputs belong 
to the transformation possibility set for all in-
puts and outputs. Constraints (11-8) – (11-12) 
are conditions set by the central manager. The 
model above is converted to a model under vari-
able returns to scale (VRS) assumption by add-

ing . The optimal values of model (11)

can beobtained through prioritization.

Lemma 1. Models (9) and (11) are always fea-
sible regardless of the goals set by the manager.

Proof: In Model (9), by choosing ,  
x

j
 = 0, y

j
 b = y

j
 b, y

j
 g = y

j
 g, n

j
  = Aj 

,  = y
j
 g, p

j
 
 = Cj 

,  

p
j
 2 = 0, L = M, 

j
  = 0.2 we have a feasible so-

lution to the model. Similarly, Model (11) is also 
feasible. 

Lemma 2. If the first objective function re-
ceives a positive value in optimality, it means 
that the goals set by the manager are unreach-
able and deviation variables play an important 
role in the feasibility.

For the computational comparison of mod-
els (5) and (11), the conditions considered for 
changes in the inputs and outputs can be dis-
carded, because in each problem, depending 
on the opinion of the central manager, these 
conditions may or may not apply. When the 
conditions imposed by the central manager are 
set aside in both models (constraints (5-7) and  
(5-8) in model (5), and constraints (11-8) and 
(11-13), then in model (11), we will have only 
the second and third objective functions, which 
are equivalent to both objective functions in 
model (5). As can be seen in the calculations Ta-
ble1, model (11) has less computational volume 
than model (5).

Even if the conditions imposed by the central 
manager are considered the same in each mod-

Table1.
Comparison of the constraints of model (5) and model (11)

Model (5) Number  
of constraints Model (11) Number  

of constraints

(5-1) s
1

  n (11-1) m

(5-2) s
2

  n (11-2) s
1

(5-3) m  n (11-3) s
2

(5-4) s
1

  n (11-4) (m  n)

(5-5) s
2

  n (11-5) s
1

(5-6) m  n (11-6) s
2

(11-7) n

Total: (2s
1
+ 2s

2
+ 2m)  n Total: 2s

1
+ 2s

2
+ mn +m + n
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el, for model (5) to be always feasible, the first 
objective function of model (11) must be added 
to model (5), in which case since the model is 
solved by lexicography’s prioritization method, 
the computational volume in both cases will be 
doubled, which again makes model (11) com-
putationally eco-nomical, especially when the 
number of units is significant.

Advantages of model (11) compared with 
model (5):

1. While in model (5), y b = 0 is obtained 
along with the reduction of energy, model (11) 
was changed so that y b can receive a positive 
value (these have been proven at the beginning 
of part 2 and the theorem). That is, model (11) 
can reduce environmental pollution by reducing 
energy consumption, while model (5) cannot.

2. Even if the parameters are chosen inap-
propriately, the proposed model (11) is always 
feasible (due to the existence of deviation vari-
ables, while these variables do not exist in mod-
el (5)). 

3. Since the undesirable outputs may not be 
within the acceptable standard range, Model 
(11) is not forced to reduce each desirable out-
put individually. Thus, the required changes are 
applied to the totality of the desirable outputs 
and inputs. 

4. The number of constraints is significantly 
reduced in model (11).

3. Numerical example

In this section, we apply Models (9) and (11) 
to a numerical example for the purposes of anal-
ysis. Table 1 exhibits a simple data set for six 
DMUs that produce two outputs using one in-
put (desirable and undesirable), which are un-
der the supervision of a central management. We 
solve Model (9) and Model (11) under CRS and 
VRS assumptions by lexicography’s prioritiza-
tion method. The first objective function is con-
sidered as the first priority for the problem to be 
feasible. In other words, Z

1
 > 0 means that the 

deviation variable makes the problem feasible, 

and if we had not considered the problem as GP, 
then it would be infeasible. The second step is to 
obtain the sum of the next two weighted objective 
functions in order to minimize desirable output 
reduction and maximize input saving in the op-
timal solution, which is obtained from the first 
step. Table 2 shows the input and output data for 
the 6 DMUs. The following Tables 3 and 4 pro-
vide the results of solving the model (9) using 
Gams software under CRS assumption and en-
tering the parameters as  Aj

 = 0, B
j
 = 0.6x

j
, c

j
 = 0, 

D
j
 = 0.3y

j
 g, M = 0.8 .

By solving the model (9), the optimal value  
obtained for the first objective function is  
Z

1
 = 3.16; this means that the deviation vari-

ables have played an important role in making 
the problem feasible, and if we did not consider 
the problem as a GP, then it would be infeasi-
ble. Table 3 shows the reduced values of inputs 
and outputs, as well as the reduction proportion 
of each one. In general, the reduction propor-
tion of inputs is 0.19, the reduction proportion 
of desirable outputs is 0.38, and the reduc-
tion proportion of undesirable outputs is 0.75, 
which shows that overall, the reduction propor-
tion of undesirable outputs is larger than the re-
duction proportion of desirable outputs. Table 
4 presents the values allocated to the inputs and 
outputs (desirable and undesirable) after energy 

Table 2.
Input and output data  

for illustrating the proposed models

Unit x y g y 
b

A 3.00 2.00 2.00

B 4.20 3.00 7.10

C 2.70 4.00 5.00

D 5.00 6.00 4.50

E 6.00 4.00 2.00

F 3.80 2.00 5.00

Total 24.7 21 25.6
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Table 3.
Reduction amounts of inputs and outputs  

under CRS assumption in model (9)

Unit x y g y 
b

Reduction proportion

x y g y 
b

A 0.90 0.60 1.30 0.30 0.30 0.65

B 1.05 0.90 6.05 0.25 0.30 0.01

C 0.00 2.20 4.10 0.00 0.55 0.82

D 0.00 2.66 2.83 0.00 0.44 0.62

E 1.80 1.20 0.60 0.30 0.30 0.30

F 1.14 0.60 4.30 0.30 0.30 0.86

Total 4.89 8.16 19.18 0.19 0.38 0.75

Table 4.
 Allocated values for inputs  

and outputs under CRS assumption  
in model (9)

Unit x – x y g – y g y 
b – y 

b

A 2.10 1.40 0.70

B 3.15 2.10 1.05

C 2.70 1.80 0.90

D 5.00 3.33 1.66

E 4.20 2.80 1.40

F 2.66 1.40 0.70

saving and reducing environmental pollutions 
for the purposes of providing recommendations 
to the central decision maker. Furthermore, the 
amount of reduction and the reduction propor-
tion of inputs and outputs under VRS assump-
tion model (9) are shown in Table 5.

As can be observed, in some DMUs, the re-
duction proportion of desirable outputs exceeds 
the proportion that was considered, and the re-
duction proportion of undesirable outputs is 
less than the lower bound that was set. This is 
due to the existence of deviation variables that 
make the problem feasible. To compare model 
(9) with model (5), the results obtained by plac-

ing the above parameters in model (5) are given 
in Table 6 (we even set the conditions for x to 
be the same conditions for both models). As can 
be seen from the results of Table 6, the amount 
of reduction in the undesirable outputs for each 
unit is zero. This is the weakness of the respec-
tive model, which does not allow the reduction 
of undesirable outputs by reducing the desirable 
outputs and desirable outputs of the model.

By solving Model (11), the optimal value ob-
tained for the first objective function is Z

1
= 2.23. 

In general, the reduction proportion of inputs is 
0.10, the reduction proportion of desirable out-
puts is 0.30, and the reduction proportion of un-
desirable outputs is 0.71 (according to Table 7).

Table 8 provides the values allocated to the in-
puts and outputs (desirable and undesirable) af-
ter energy saving and reducing environmental 
pollution by considering a tradeoff of reductions 
in the inputs and outputs. Now we analyze our 
model through a real example of 20 Chinese re-
gions. The values regarding China’s total fossil 
fuel energy consumption (i.e., raw coal, clean 
coal, briquettes, coke, coke oven gas, crude oil, 
gasoline, kerosene, fuel oil, diesel oil, refinery 
gas, liquefied petroleum gas and natural gas), 
non-fossil fuel consumption, CO

2
 emissions and 

regional GDP were collected from [46]. These 
values are listed in Table 9.
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Table 5.
 Reduction amounts of inputs and outputs  

with VRS assumption model (9)

Unit x y g y 
b

Reduction proportion

x y g y 
b

A 0.00 0.00 0.00 0.00 0.00 0.00

B 1.05 0.90 5.10 0.25 0.30 0.72

C 0.00 0.00 0.00 0.00 0.00 0.00

D 0.00 1.80 1.68 0.00 0.30 0.37

E 0.00 0.00 0.00 0.30 0.00 0.00

F 0.80 0.42 3.00 0.21 0.21 0.60

Total 1.85 3.12 9.78 0.07 0.14 0.38

Table 6.
Reduction amounts of inputs  

and outputs under CRS assumption  
in model (5)

Unit x y b y 
g

A 0.90 0.60 0

B 1.26 0.90 0

C 0.00 0.00 0

D 0.00 0.00 0

E 1.80 1.20 0

F 1.14 0.60 0

Total 5.10 3.30 0

Table 7.
Reduction amounts of inputs and outputs  

with CRS assumption model (11)

Unit x y g y 
b

Reduction proportion

x y g y 
b

A 1.80 0.60 2.00 0.60 0.30 1.00

B 0.85 0.90 7.10 0.20 0.30 1.00

C 0.00 1.20 5.00 0.00 0.30 1.00

D 0.00 1.80 4.15 0.00 0.30 0.92

E 0.00 1.20 0.00 0.00 0.30 0.00

F 0.00 0.60 0.00 0.00 0.30 0.00

Total 2.65 6.30 18.25 0.10 0.30 0.71

As can be observed in Table 10, Model (11) 
has changed a number of inputs and outputs, 
not necessarily all of them. In general, for a 0.44 
reduction in total energy consumption and a 
0.04 reduction in non-fossil fuel consumption, 
we will have a 0.62 reduction in environmental 
pollution, whereas the desirable outputs are re-
duced by 0.30. These results provide important 
information to the decision maker, namely to 
reduce 

 
emission by about 0.62 through sav-

ing energy in fossil fuel energy consumption by 
0.44 and saving energy in Non-fossil fuel energy 
consumption by 0.04. This reduces the desirable 
output (GDP) by 0.30.
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Table 8.
Results of Allocated value  

for inputs and outputs  
with CRS assumption model (11)

Unit x – x y g – y g y 
b – y 

b

A 1.20 1.40 0.00

B 3.35 2.10 0.00

C 2.70 2.80 0.00

D 5.00 4.20 0.35

E 6.00 2.80 2.00

F 3.80 1.40 5.00

Conclusion

Controlling the pollution from manufacturing 
industries in developed and developing countries 
has become a common concern among research-
ers and governments. The use of DEA-based mod-
els as a powerful tool in problems of pollution re-
duction and energy consumption has attracted 
the attention of researchers. This also relates to 
the allocation of resources in organizations that 
have a central decision maker, such as the Min-
istry of Health, the Ministry of Education, and 
the World Health Organization, which are able 

Table 9.
The data set are compiled from 30 regions of China in 2005 [51]

Unit
Total fossil fuel

Energy consumption
(million tce)

Non-fossil fuel
consumption
(million tce)

GDP (billion RMB  
at 2005)

(million tce)

CO2 emissions
(million tone)

1 55.2 2.6 697.0 110.5

2 41.2 0.5 390.6 99.3

3 197.5 3.7 1001.2 507.1

4 123.1 1.8 423.1 307.1

5 96.4 1.2 390.5 266.5

6 146.9 4.3 804.7 334.2

7 59.6 3.8 362.0 162.7

8 80.3 2.7 551.4 172.2

9 80.7 1.4 924.8 179.7

10 169.0 2.1 1859.9 425.0

11 120.3 14.1 1341.8 254.4

12 65.2 1.0 535.0 162.7

13 61.6 10.3 655.5 133.4

14 42.9 3.5 405.7 104.1

15 236.1 2.6 1836.7 579.3

16 146.3 3.0 1058.7 337.2

17 98.5 11.3 659.0 197.2

18 91.1 10.9 659.6 191.6

19 177.7 19.5 2255.7 352.8

20 49.8 8.5 398.4 112.1

Total 2139.4 108.8 17211.3 4989.1
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to implement policies for their subdivisions. 
In these systems, the central manager is inter-
ested in evaluating all units individually at the 
same time, so that total input consumption is 
minimized or total desirable output produc-
tion is maximized, or to achieve two or more 
goals as multi-objective functions. When en-
ergy consumption is reduced, it will affect both 

the desirable and undesirable outputs. Regard-
ing environmental pollution control policies, if 
energy storage does not lead to a reduction in 
environmental pollution, this indicates that the 
model has a weakness and needs to be modified. 
A model had already been proposed that did 
not reduce environmental pollution by reduc-
ing energy consumption, and hence, we modi-

Table 10.
Results of Allocated value for inputs  

and outputs with model (11)

Unit

Allocation value  Reduction proportion

Total fossil fuel  
Energy 

consumption
(million tce)

Non-fossil 
fuel

consumption
(million tce)

GDP (billion 
RMB  

at 2005)
(million tce)

CO2 
emissions

(million tone)
x1 x2 y 

g y 
b

1 22 1.04 490 0.00 0.59 0.60 0.30 1.00

2 16 0.35 270 0.00 0.60 0.29 0.30 1.00

3 79 1.48 700 0.00 0.60 0.60 0.30 1.00

4 49 1.80 300 0.00 0.60 0.00 0.30 1.00

5 39 0.48 270 0.00 0.60 0.60 0.30 1.00

6 59 4.30 560 0.59 0.59 0.00 0.29 1.00

7 24 3.80 250 0.00 0.60 0.00 0.30 1.00

8 32 2.70 390 0.00 0.59 0.00 0.30 1.00

9 32 1.40 650 0.00 0.59 0.00 0.30 1.00

10 68 2.10 130 0.00 0.59 0.00 0.30 1.00

11 48 14.1 940 0.00 0.59 0.00 0.29 1.00

12 26 1.0 370 0.00 0.59 0.00 0.30 1.00

13 25 10.3 655.5 0.00 0.60 0.00 0.30 0.89

14 17 3.50 460 104.1 0.60 0.00 0.29 0.00

15 190 2.60 280 579.3 0.20 0.00 0.30 0.00

16 59 3.00 130 337.2 0.60 0.00 0.30 0.00

17 39 11.30 740 197.2 0.59 0.00 0.30 0.00

18 36 10.90 460 191.6 0.60 0.00 0.30 0.00

19 71 19.50 1600 352.8 0.62 0.00 0.30 0.00

20 20 8.50 280 112.1 0.60 0.00 0.30 0.00

Total 0.44 0.04 0.30 0.60
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fied the model to reduce environmental pollu-
tion. Depending on the decision of the central 
manager to adopt a policy based on energy sav-
ing and reduced environmental pollution emis-
sions, in this paper we developed two new gen-
eral centralized resource allocation models that 
the manager can choose from. The first model 
is modified such that y b can receive a positive 
value and become feasible. The second model 
is defined based on the idea that the required 
changes should be applied to the totality of the 
desirable outputs. It is not logical to reduce 
individual desirable outputs, as the reduc-
tion of undesirable outputs may not be within 
the acceptable standard range. In each of the 
presented models, the undesirable outputs are 
changed by a larger proportion than the desir-
able outputs. We added goal programming to 
the problem so as to prevent the infeasibility 
of the problem. We also analyzed our model 
through a real example of 20 Chinese regions. 
The results showed that the proposed methods 
significantly reduced the CO

2
 emissions com-

pared with the competing model. These mod-
els can be effective in preventing energy waste 
and protecting the environment. The second 
EU (European Union) clean air outlook re-
port looks at the prospects for EU member 

states’ air quality up to 2050. According to the 
European Commission targets, by 2030, the 
amount of greenhouse gases in EU member 
states will be reduced by 55% compared with 
1990 [47]. To achieve this target, manufactur-
ing industries in the EU must purchase per-
mits to produce a certain amount of green-
house gases. Any industrial unit that produces 
less harmful gas than its allowed amount can 
sell its remaining permits to other units and 
benefit from it. Any plant that produces more 
harmful gas than its allowed amount will have 
to buy more permits. In other words, there is a 
trade-off between industrial units. Therefore, 
the authors suggest the model presented in this 
paper to reduce pollution in industrial units 
under the supervision of the EU. The total 
amount of permits issued can be considered 
as the amount obtained after reallocation for 
environmental pollution in model (11). This 
means that the allowable amount of pollution 
considered for all industrial units should be 
equal to the allocated amount of undesirable 
outputs from model (11), and the same num-
ber of permits should be issued. Furthermore, 
the proposed models are applicable to any 
similar system to reduce pollution and save 
energy. 
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