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Abstract

Real estate market price forecasting is always in the focus of interests of scientists-economists, market 
analysts, market participants (sellers and buyers), marketing services of building complex enterprises, 
analysts working for banks and insurance companies and investors. Under present day conditions, the 
price behavior of properties on real estate markets takes especially important meaning subject to the 
influence of such factors as changes in the structure of household incomes, changes in mortgage rates 
and their availability, dynamic changes in the macroeconomic and other external socio-economic and 
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Introduction

The real estate market is an important sec-
tor of the economy of any country. Capital 
construction projects entering the turnover 

of the commodity real estate market create chains of 
economic relations in the construction industry, in the 
sectors of construction materials production, and in 
the extractive industry. The sphere of turnover of pri-
mary and secondary real estate properties is to a large 
extent the area of business interests of the banking and 
insurance sectors of the economy. The aggregate of real 
estate properties owned and in commercial turnover is 
the taxable base for property tax and, consequently, a 
basis for replenishment of the country’s budget. For 
these reasons, forecasting prices in the real estate mar-
ket has always been and remains an urgent task for all 
market participants. Materials devoted to this subject 
regularly appear in periodicals. The tasks related to 
the construction of forecasts are constantly the subject 
of research by scientists and researchers. Among the 
works of a general methodological nature, it is worth 
mentioning the well-known translated book [1], a 
series of works by the authors of publications [2–5]. 

As examples of relatively recent publications of domes-
tic researchers, we can name works [6–16] and foreign 
works – [17–22]. Real estate markets, as rightly noted 
in [5], have characteristic regional features. The works 
of domestic authors [3, 6, 10, 11, 13–16, 23, 24] and 
foreign authors – [25–28] are devoted to price fore-
casting in regional domestic markets. In most cases, 
traditional forecasting methods are considered: funda-
mental and technical analysis [11], factor models [14], 
regression models, autoregressive and moving average 
models [2–5, 15, 16, 18, 27]. At the same time, “stan-
dard econometric methods are unsuitable for forecast-
ing real estate market trends in modern conditions” 
and “methods developed in countries with developed 
market economies are unsuitable for forecasting in 
countries with transition economies” [5]. Recently, 
there are works in which machine learning methods are 
applied for the purposes of real estate price forecast-
ing [24], including neural network modeling methods 
[8,  29]. The main disadvantage of traditional meth-
ods based on autoregression is a rapid increase in the 
forecast variance which makes the forecast result unin-
formative after 2–3 steps. This is due to the introduc-
tion of a random scale of volatility, which is reflected 

political type factors. However, unlike the financial and securities markets, the real estate market is always 
characterized by a delayed reaction to external perturbations, often up to half a year, which allows us to 
hope for an appropriate construction of forecasts, at least in time for the delayed reaction. Traditional 
autoregressive forecasting methods are characterized by rapidly increasing forecast variance, because they 
assume a factor of stochastic volatility. This paper proposes a model and method of forecast construction 
based on stochastic processes of the “Poisson random index” having a short time for reaching a stationary 
stable variance. The model is based on the “principle of replacements” of current prices with new ones. 
We analyze in detail an example of the application of the “principle of replacements” for construction of 
price forecasts on secondary residential real estate in St. Petersburg which is based on data of four-year 
observations of offer prices.

Keywords: real estate price forecast, log-normal price distribution, pseudo-Poisson process, Poisson random index 
process, Ornstein–Uhlenbeck process

Citation: Laskin M.B., Rusakov O.V. (2023) Prediction of distributions of unit prices for real estate 
properties on the basis of the characteristics of PSI-processes. Business Informatics, vol. 17, no. 4, pp. 7–24. 
DOI: 10.17323/2587-814X.2023.4.7.24 
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in the fact that a mixture of distributions arises – and 
the variance of the mixture is always greater than or 
equal to the mixture of variances. At the same time, 
numerous empirical observations suggest that the vari-
ance of unit prices of relatively similar real estate prop-
erties changes little over time, even in the presence of 
strong upward or downward trends. The exception may 
be relatively short periods of exposure to strong exter-
nal perturbing factors leading to a noticeable change 
in the trend. In this regard, a forecast with a relatively 
stable variance would be preferable.

In this paper, we propose a mathematical model 
of the price change process in the real estate market 
under simple and seemingly natural assumptions. Such 
assumptions are the following statements:
1)	 the announced selling price for some property 

remains unchanged during some (random) time 
interval;

2)	 at any point in time, the property may be withdrawn 
from sale or sold;

3)	 at any moment of time, a new property may appear 
in the listing of properties for sale and replace the 
property withdrawn from sale or sold;

3)	 the prices of the properties in the listing at each fixed 
point in time are independent, or at least condition-
ally independent subject to some external factor; 

4)	 the total set of properties for sale at a fixed point 
in time forms an observable sample of unit prices, 
which is subject to study and statistical processing.

The theoretical basis of the model proposed below is 
based on three provisions:

	♦ 	the principle of log-normal distribution of unit prices 
of relatively homogeneous real estate properties;

	♦ 	characteristics of the distribution and covariance func-
tion of the Poisson random index process (hereinafter 
referred to as PSI-process); 

	♦ 	the central limit theorem for PSI-processes – con-
vergence of their normalized sums to the stochastic 
Ornstein–Uhlenbeck process (stationary, Gaussian, 
Markov process).

1	 Subordination in theories of stochastic processes is called the generally accepted random replacement of time.

In [30,  31] the justification of the convergence of 
unit prices formed by successive comparisons to a log-
normal distribution is given. Apparently, the first work 
in which noted the adherence of unit rental rates to a 
log-normal distribution was the work of British statis-
ticians [32]. This adherence is also noted in the work 
of Japanese scientists [26]. In [33] the characteristics 
of distributions and correlation functions of PSI-pro-
cesses are investigated, and the convergence of nor-
malized sums of independent PSI-processes to Orn-
stein–Uhlenbeck type processes is proved there. The 
theoretical foundations of the model proposed in this 
paper are presented in [30, 31, 33, 34].

1. Definition and basic characteristics  
of the PSI-process

Let  be a random sequence, which we 
will call the forming or slave sequence; (t) = (t),  
t  0 is a Poisson process independent of it with inten-
sity , which we will call the master. We define a 
Poisson subordinator1 for the sequence  
as follows . The resulting process  

(t) with continuous time t  0 – we will call the Pois-
son Stochastic Index process or PSI-process. Note 
that PSI-processes are a natural generalization of the 
pseudo-Poisson processes introduced and discussed in 
detail in Chapter X of the second volume of Feller’s 
classic work [35].

The PSI-process represents successive replacements 
of the members of the forming sequence, occurring at 
the moments of jumps of the Poisson process. Time 
intervals {τj+1}, j = 0, 1, 2, ... between consecutive jumps 
of the leading Poisson process are called spacings. It is 
known that spacings are independent identically dis-
tributed random variables with a common exponential 
(or, what is the same, exponential) distribution having 
intensity λ > 0. At time zero, ζ0, which “holds” its value 
during the first spacing, is played out, at the time of the 
first jump of the Poisson process it is replaced by ζ1, and 
so on.... During the j-th spacing, the played random 
variable {ζj–1} does not change its value until (inclusive 

Prediction of distributions of unit prices for real estate properties on the basis of the characteristics of PSI-processes	 9
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of) the moment of the j-th jump of the Poisson process 
θj . At the moment of the spacing change τj+1 to  τj+2, the 
value of the random variable ζj is replaced by ζj+1 (Fig. 
1).

Fig. 1. Schematic representation of the random  
spacing lengths τ0, τ1, τ2, ...,  

the moments of the Poisson process jumps θ0, θ1, θ2, ...  
and the substituted random variables ζ0, ζ1, ζ2, ... .

Note that the PSI-process has the following repre-
sentation as a weighted sum of elements of the random 
sequence ζ0, ζ1, ζ2, ..., where the weights are Poisson 
indicators

                         

hereafter  is the indicator function. 

If ζ0, ζ1, ζ2, ... represent a stationary sequence, then 
the PSI-process is stationary. In particular, this will be 
fulfilled when ζ0, ζ1, ζ2, ... are independent identically 
distributed quantities. In the latter case, if  Eζ0 = a, 
then the conditional mathematical expectation of the 
PSI-process is 

         

for any arbitrary but fixed z, for any non-negative t, s. 
And, in particular, when a = 0

                  .

It is important to note that if the sequence  
ζ0, ζ1, ζ2, ... is Markovian, then the corresponding PSI-
process also has the Markov characteristic2.

2	 The Markov characteristic is when the future, with a fixed past and present, does not depend on the past 
(that is, it depends on the past only through the present).

3	 Moreover, there is convergence of Z
N
(t) in the Skorokhod functional space, see [34].

2. The covariance function  
of the process ψ(t)

In [33] the following result is obtained. Let 
 ζ0, ζ1, ζ2, ... are independent identically distributed ran-
dom variables, E(ζ0) = 0, D(ζ0) = 1, then the covariance 
function of the process ψ(t), t ≥ 0 decreases exponen-
tially and has the form

                      cov(ψ(t), ψ(0)) = exp(–λt).

Consider independent copies of a single PSI-pro-
cess ψλ(t): ψ1(t), ψ2(t), …  It follows from the exponen-
tial form of the covariance function that, by virtue of 
the central limit theorem (CLT) for vectors, a random 
process composed of normalized sums of PSI-pro-
cesses of the form

                      

converges in the sense of weak convergence of finite-
dimensional distributions3, when N  , to the Orn-
stein–Uhlenbeck process, a stationary, Gaussian, 
Markov process, and given in a “standardized” form. 
The latter means that at arbitrary moments of time  
(t1, ..., td), the vector Z(t1), ..., Z(td) has a joint nor-
mal distribution with zero mean and with covariance  
exp(–λ|ti – tj|), where ti, tj are running all elements of the 
set(t1, ..., td). Thus, the distribution of the “standard-
ized” Ornstein–Uhlenbeck process is characterized by 
Gaussianity (joint normality of finite-dimensional dis-
tributions), zero mean (zero “theoretical” trend), and 
covariance of the form exp(–λt). The coefficient λ > 0 
is called the “speed” of the Ornstein–Uhlenbeck pro-
cess, and 1/λ is called the “viscosity”. Here we see that 
the rate of the limiting Ornstein–Uhlenbeck process is 
exactly the intensity of the “leading” Poisson process. 
The conditional expectation of the Ornstein–Uhlen-
beck process coincides with the conditional expecta-
tion of the PSI-process

                    

Poisson time

τ1

θ0 θ1 θ2 θ3

τ2 τ3

ζ1 ζ2ζ0
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and the conditional variance is independent of the z 
condition and is equal to

                   

Moreover, the conditional distribution of the pro-
cess U given z is normal at any non-negative s. From 
the standard Ornstein–Uhlenbeck process by shifting 
a and scaling b > 0, we obtain an Ornstein–Uhlenbeck 
process OU which has a stationary distribution normal 
with parameters a and b2, covariance b2 exp(–λt). For 
such an Ornstein–Uhlenbeck process, of course, sta-
tionarity and the Markov property are preserved, and 
the conditional expectation and conditional variance 
are respectively equal to 

      

             	 (1)

From where, in particular, we can see that the con-
ditional variance of OU is independent of the condition.

Applied to real estate prices, we interpret the model 
under consideration as follows. We represent the price 
listing as a table, where each row is a time slice of current 
offer prices (N is the volume of the slice, changes from 
slice to slice), and each column is the price of the prop-
erty in dynamics, possibly with correction for trend (n is 
the number of slices). We observe price slices with some 
periodicity determined by the next issue of the price log 
(usually once a week). By the next issue of the log, each 
object may “go away” (or dramatically “go away” its 
price), or it may stay with the same price. A property, 
or its price, can be replaced by a newly arrived property 
(price). Moreover, the remaining prices from the previ-
ous issue of the journal are significantly more than the 
newly arrived ones in the subsequent issue. Each PSI-
process is represented by a column in a table. The values 
are observed in time slices, according to the dates of the 
next issue of the journal. All PSI-processes are assumed 
to be independent and identically distributed (i.e., they 
are independent copies of a single PSI-process – in our 
context, price, or the logarithm of price). The distribu-
tion of each PSI-process is understood as the distribu-
tion of a piecewise constant function with continuous 
time, continuous on the right, having finite limits on 

the left (such functions are called Right Continuous 
Left Limits, RCLL). The Poisson process acts as a point 
process determining the moments of replacements due 
to its characteristic of “no aftereffect”: no matter how 
much time has passed since the previous jump, the next 
jump will occur after an exponential time.

In our approach, we make the following approxima-
tion of the logarithms of prices in the “table”. Let V(t) 
be the price of 1 square meter of the selected property 
type at time t. In each slice at time t we perform logarith-
mization and observe independent realizations of the 
process ln(V(t)) with added trend and scale factor . 
Thus, at each time slice t we have (our) simple sample of 
size equal to the number of prices in the given time slice.

The method of constructing forecasts of price distri-
butions and their numerical characteristics, proposed 
in this paper, is based on specific aspects of PSI-pro-
cesses and limits of their normalized sums: Ornstein–
Uhlenbeck processes. The main general properties here 
(for both the PSI-process and the Ornstein–Uhlen-
beck process) are Markovianness, the kind of condi-
tional mathematical expectations. We also use the type 
of conditional variance and the Gaussian property of 
the conditional distribution of the Ornstein–Uhlen-
beck process.

Constant monitoring of prices on the real estate mar-
ket, with a predetermined periodicity, allows us to use 
the characteristics of the Ornstein–Uhlenbeck pro-
cesses to forecast future price distributions and their 
numerical characteristics, such as mean, median, modal 
(market value) values, standard deviation, corridors of 
acceptable values, and so on. The peculiarity of the real 
estate market is that price changes on the market can be 
observed, as a rule, not more than once a week, as most 
printed advertising publications and Internet resources 
are updated with the same frequency. At the same time, 
the real estate market has a slow reaction to external 
sources of disturbances of macroeconomic nature, as 
the search for an object, reaching agreements, registra-
tion of the transaction, entry into the ownership rights 
require considerable time. In this regard, it is quite rea-
sonable to monitor prices with a periodicity of once a 
month, because during such a period of time price 
changes become noticeable.

Prediction of distributions of unit prices for real estate properties on the basis of the characteristics of PSI-processes	 11
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3. Model

Let us consider the random process V(t) – the 
dynamics of the price of 1 sq. m. of real estate in time 
and the associated process of the price logarithm  
Y(t) = ln(V(t)). We take the average of each slice as the 
basic estimate of Y(t) and denote it by the same let-
ter (this also applies to (t), introduced below). Sup-
pose the process Y(t) has a linear trend   
and a time-constant standard deviation  σ(t)  σ > 0. 
We will consider the centered and normalized process 

                      

as a PSI-process. Note that under the formulated 
assumptions (t) has a mathematical expectation 
identically equal to zero and a variance equal to one. 
Under the condition that the distribution (as a ran-
dom process) of (t) coincides with the distribution 
of the PSI-process, or Ornstein–Uhlenbeck process, 
the covariance function is cov (t)(s + t), (t)  = 
= exp(–λs) and does not depend on t. Since observa-
tions of prices in the real estate market are only avail-
able in discrete time, we speak of the values and obser-
vations of the process V(t) at discrete points in time 
V(j), . In [33, 34], weak convergence of the 
distribution of prices formed by successive comparisons 
to a log-normal distribution was proved. Thus, we have 
reasons to consider the sequence of price logarithms  
Y(j) = ln(V(j)),   as a sequence of normally 
distributed random variables, whence it follows that all 
members of the corresponding sequence (t) are stand-
ardly normal. In this context, the physical meaning of 
the members of the sequence (ζj), j =  (from the def-
inition of the PSI-process) can be the centered, stand-
ard deviation normalized logarithms of the price of 1 
sq. m. of some property maintaining its value during the 
time interval (τi), i = , (i = j + 1), i.e., a sequence of 
the form (j), . Under the assumption that 
the mean values of the price logarithms follow the Orn-
stein–Uhlenbeck process, for any pair of mean values 
of the logarithms of the random variables V(t), V(t + s), 
the hypothesis of a multivariate joint normal distribu-
tion for ln(V(t)) can be considered. Note that quantiles 
(in particular, median) and mode can be considered as 
mean values here. If this hypothesis is confirmed for 

any predetermined V(0) = v(0), forecast estimates can 
be obtained for the modal, median and mean values of 
the random variable V(s) using the formulas of condi-
tional mode, median and/or conditional mathematical 
expectation (see, for example, [36, 37]). Here, time 0 
corresponds to the moment of the last observed price 
distribution, s is the time for which the forecast is given, 
its counting starts from the moment of the last observed 
distribution.

To verify the proposed interpretation, the follow-
ing statements should be statistically proved and con-
firmed.
1)	 Study the distribution of spacings (τi), where  

i =  – number of periods of continuous price 
presence in the flow (the purpose is to obtain sta-
tistical confirmation of the hypothesis about their 
exponential distribution, to estimate the exponen-
tial distribution parameter).

2)	 Study price distributions V(j),  in each 
slice (the purpose is to be convinced of the log-nor-
mal form of the price distribution);

3)	 Obtain confirmation of the independence of the 
copies of the random sequence  (j),  for 
which purpose we study the behavior of the accu-
mulated variances in each slice. We will check for 
uncorrelatedness, which together with Gaussianity 
will give independence.

4)	 Verify the characteristic of joint normality (Gauss-
ianity) of the mean (for each slice) values of (t), 
which, together with the condition on the expo-
nential form of the covariance function, confirms 
the Markov property of the random sequence 
composed of the mean (for each slice) of (j), 

. This follows from the fact that a sta-
tionary Gaussian random process with correlation 
decreasing exponentially is an Ornstein–Uhlen-
beck process, and hence it has the Markov property. 
Moreover, the Gaussianity of the mean will con-
firm the Markov property of the median and mode 
as a function of  . 

Note that the Gaussianity of the mean for each 
slice is equal to the Gaussianity of the sums for each 
slice normalized by  for our range of values of N: 
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from 254 to 729. Also note that the Gaussianity of 
the averages may follow from the fact that the Orn-
stein–Uhlenbeck process in discrete time is a 1st order 
autoregression, and for uncorrelated noise it is suffi-
cient to show conformity to the normal law.

4. Methodology of forecast  
construction4

1)	 Construct a series from the mean values of all time 
slices, identify the trend, subtract it from the series, 
obtain an estimate of the centered and standardized 
series (j), .

2)	 For the estimated series (j), , construct 
the partial autocovariance function (PACF), obtain 
confirmation of the hypothesis of conditional 
uncorrelation of (j) with (k), |k – j| > 0.

3)	 For the estimated series  (j), , construct 
the covariance function (autocovariance func-
tion, ACF), obtain confirmation of the hypoth-
esis about the exponential form of the covariance 
function, estimate the exponent’s degree parame-
ter, and compare it with the exponential distribu-
tion parameter of the observed spacings.

4)	 Using formulas of the form (2)–(5) written below, 
construct a forecast.

Let us introduce the notations:

E(ln(V(0))) = μ(0), E(ln(V(s))) = μ(s), 

σ(ln(V(0))) = σ(0), σ(ln(V(s))) = σ(s),

ρ(ln(V(0)), ln(V(s))) = e –λ⋅s.

Under the assumption that there is a linear trend 
of the form  for the mean logarithms of 
prices, the standard deviation is constant  =  = 
= σ, we obtain for any predetermined value V(0) = v(0) 
the forecast estimates:

Mode(V(s)|V(0) = v(0)) =
= exp(α ⋅ s + β + e –λ⋅s (ln(v(0)) — μ(0) — 

                                    — σ2(1 — e –2λ⋅s)),	 (2)

4	 Below we continue to use the already accepted designations, but in relation to the processed data.

Median(V(s)|V(0) = v(0)) =

            = exp(α ⋅ s + β + e –λ⋅s (ln(v(0)) — μ(0))),	 (3)

E(V(s)|V(0) = v(0)) =
= exp(α ⋅ s + β + e –λ⋅s (ln(v(0)) — μ(0)) + 

                                       +  σ2(1 — e –2λ⋅s)).	 (4)

We also give a formula describing the bounds VL,R(s) 
of the error corridor (e.g., within one standard devia-
tion):

                 	 (5)

where R, L are indices denoting, respectively, the right 
and left boundaries of the error corridor. 

Formulas (2)–(5) are a direct consequence of the 
important property that the conditional distribution of 
the OU process is normal with parameters given by (1).

5. A practical example  
of the application of the method

The data on apartment sales in St. Petersburg pub-
lished in issues 1483 through 1686 of the St. Petersburg 
Real Estate Bulletin covering the period from Sep-
tember 2011 through October 2015 are selected for the 
example. The St. Petersburg Real Estate Bulletin was 
published in print weekly through the end of 2019. The 
issues were selected on a one-issue-per-month basis, 
totaling 50 issues. Obviously, the full selection of a 
monthly issue contains mixed information about prop-
erties of different categories, and our example requires 
prices for properties of approximately the same catego-
ries. For this purpose, properties located in the Admi-
ralteysky District of St. Petersburg were selected from 
citywide information. The Admiralteysky District is 
characterized by extensive “old stock” development, 
with relatively few premium properties in the central 
part of the city or old stock overlooking the great Neva 
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River. Premium properties are also excluded from the 
sample. We are interested in properties that were in the 
journal for at least one period, so the stream consists 
of 48 samples (hereafter we will call them time slices), 
which are empirical samples of realizations of random 
variables Y(j) = ln(V(j)), j =  and cover a period of 
4 years. The standard deviations of all flow slices have 
a mean value of σ =  0.22 with insignificant changes 
over time (the standard deviation from its mean (0.22) 
is of order 0.01). Given the insignificant variations in 
the standard deviations, we will assume the standard 
deviation in the flow to be constant, equal to σ = 0.22 
and make the prediction under this condition.

6. Spacing distribution

For each price value, the number of periods during 
which this price was maintained from slice to slice with-
out a break was calculated. The resulting number is the 
length of the spacing  corresponding to the given price, 
expressed in the total number of periods (one period – 
one month), taking integer values from 1 to 48. We then 
plot the empirical distribution of spacings by length  
(1, 2, 3, 4, ...), as well as their relative frequency to the 
total number of all spacings. The accumulated relative 
frequencies give the observed values of the empirical dis-

5	 Since we consider slices at discrete time points, we observe geometrically distributed empirical spacings, 
which are the projection of continuous exponential spacings at discrete time points 0,1,2,3,... If the 
random variable is, ξ  exp(λ), then [ξ]  Geom(p) (where square brackets denote the integer part  
of the number) and in our case, p = 1 – e –λ .

tribution function for spacing length. Our assumption 
is that the theoretical distribution of spacings obeys an 
exponential distribution law5, that is,    = 
= 1 – , where l is the random (theoretical) spac-
ing length. We consider an additional probability dis-
tribution function P(l > t) = 1 – F(t) =  . Obvi-
ously, ln(1 –F(t)) = , i.e., the logarithm of the 
additional function depends linearly on t. Thus 
ln(1 –F(0)) = 0. This property is used to fit the param-
eter  of the exponential spacing distribution. Figure 2 
shows the observed values of the 1 – F(t) function at 
values t = 0, 1, 2, 3, 4, 5, 6, 7, 8 and their approxima-
tion by an exponent of the form .

The estimation of the parameter  is obtained by 
the library function lm of the statistical package R, the 
value of  = 0.6510.

7. Price distributions

Figure 3 shows the empirical distributions of prices 
of 1 sq. m. in the first six slices V(j), j = .

Figure 4 shows the p-value values of Kolmogorov–
Smirnov tests for the correspondence of empirical dis-
tributions in 48 slices to the theoretical log-normal 
distribution, with the selected parameters.

Fig. 2. Observed values of the additional function   at values  (points)  
and their approximation by an exponent of the form e –λ⋅t.
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Fig. 3. Empirical distributions of prices of 1 sq. m. in the first six slices ,  
the line is the density of the model log-normal distribution.

Fig. 4.Screenshot of the R statistical package window with p-value values  
of Kolmogorov–Smirnov tests for the correspondence of empirical distributions in 48 slices   

of the theoretical log-normal distribution, with the selected parameters.
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Thus, there is no reason to reject the hypothesis of 
log-normal distributions of prices in all 48 slices (or 
normal distributions of logarithms of prices). 

8. Independence of copies  
of the random sequence

Let’s consider the independence of copies of a ran-
dom sequence Y(j) = ln(V(j)), j = . We first note 
that the number of copies in each slice is different 
and varies from 254 to 729. It is known that the vari-
ance of the sum of two random variables is equal to 
the sum of the variance plus twice the covariance. We 
require evidence of uncorrelatedness of the records in 
the slices. To this end, we examine the behavior of the 
accumulated variance in each of the 48 slices ln(V(j)), 
j = . 

In the sample of each slice, the following steps are 
performed:

	♦ a subsample is formed by randomly selecting a fixed 
number of elements from the sample (slice) (e.g. 
20, the minimum sample size in the slice is 254, the 
maximum is 729), the variance is calculated;

	♦ the next 20 elements are selected from the remain-
ing elements of the sample, the variance is calcu-
lated, the result is added to the variance obtained at 
the previous step,

	♦ the procedure continues until the sample is 
exhausted (the number of such steps is marked on 
the horizontal axis in Fig. 5).

Then the dependence of the variance accumulated 
in this way on the number of steps is considered. The 
linear character of the accumulated variance indicates 
the absence of a correlation term in the obtained sums. 
Since in our case the summarized quantities obey the 
normal distribution law, the non-correlation indicates 
independence. 

Figure 5 shows the behavior of accumulated vari-
ance in the first slice, the behavior of accumulated 

6	 The Markov property is also indicated by the type of pacf in Figure 9, where there is exactly one 
significant peak per unit.

variance in the first slice when the random selection 
procedure is repeated 1000 times, and the behavior of 
accumulated variance in all other slices.

9. Forecast construction

To construct the forecast, we should identify the 
linear trend in the data, estimate the PSI-process 
parameter λ, and check the joint normality of the 
mean values, which will provide confirmation of the 
Markov property of the observed process6 . The stan-
dard deviation of the process is assumed above to be 
constant and equal to σ = 0.22.

Figure 6 shows a series of mean values of loga-
rithms  Y(j) = ln(V(j), j = .

The linear trend is estimated using the library 
function lm of the statistical package R. We remove 
the linear trend, normalize the data by the standard 
deviation σ = 0.22, and average the data in each slice.

We obtain a series (Fig. 7) of average values of the 
process (j), j = . The graph visually corresponds 
to the trajectory graph of the stationary process.

Figure 8 shows a plot of the autocorrelation function 
for a series of mean values of the process (j), j = , 
with lags up to 7 and its approximation of the exponen-
tial of the form e –λ⋅s.

The estimation of the parameter λ  =  0.6502, is 
obtained by applying the library function lm of the 
statistical package R.

Figure 9 shows the plot of the partial autocorrela-
tion function for a series of mean values of the pro-
cess (j), j = , with lags up to 7.
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Fig 5. Left figure – accumulated variance of slice ,  

center figure – accumulated variance of slice   
at 1000 repetitions of the random subsample selection procedure,  

right figure – accumulated variance of all slice .

Fig. 6. Series of mean values for Y(j) = ln (V(j)),  ,  
trend line equation 4.443 + 0.00432  t, where t is the time in periods (1 period = 1 month)  

from the beginning of observations (with j = 1, the value of t = 1/4).

Fig. 7. A series of mean values of the process .
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10. Checking the joint normality  
of the mean values of  

In the case of continuously substituted objects and 
prices, different sample sizes in each slice, checking 
joint normality by library tests (such as, for example, 
the MVN package tests [38, 39]) presents significant 
difficulties. To test for joint normality of the normal-
ized sums of the mean of our PSI-process, we use the 
form of the covariance function and the fact that the 
normalized sums of the PSI-processes converge to 
the Ornstein–Uhlenbeck process. Here we rely on the 
representation of the Ornstein–Uhlenbeck process 
with discrete time as a first order autoregression with 
Gaussian white noise.

Let ε0, ε1, ε2, … be independent identically distrib-
uted standard normal random variables (εj  N (0, 1), 

Fig. 8. Graph of the autocorrelation function for a series of mean values of the process ,  
with lags up to 7 and its approximation by an exponent of the form .

Fig. 9. Plot of the partial autocorrelation function for a series of process mean values 
 , with lags up to 7.
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j = ). Let us define the Ornstein–Uhlenbeck pro-
cess with discrete time and speed  in recurrent 
form:

                        .

Obviously uj  N (0, 1), j = . You can write down

                              .	 (6)

We denote the number of elements in samples at 
each moment of discrete time as N (j), j =   and set

                    	 (7)
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Applying formulas (6) to quantities (7), we obtain 
estimates 0, 1, 2, …  for  ε0, ε1, ε2, …. From the inde-
pendence and normality of the values  ε0, ε1, ε2, … the 
joint normality of values (7) follows.

The data consists of 48 samples (each of different 
lengths) corresponding to 48 discrete points in time. 
For each of them we set (j), j = , normalized 
sums of averages (7), estimates  0, 1, 2, … (6). To do 
this, we need to identify the trend (shown above), esti-

Fig. 10. Empirical distribution of values  and its approximation by the normal distribution density.  
Model distribution parameters  = 0.0267, σ = 1.1.
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Fig. 11. Screenshot of the results  
of statistical tests of Kolmogorov–Smirnov,  

Shapiro, Andersen–Darling.  
The test results confirm the noise normality hypothesis (6).

mate the parameter λ (we obtained it twice, ),  
the standard deviation was previously assumed to be 
constant σ = 0.22. Figure 10 shows the empirical distri-
bution of the values j, j =  and its approximation 
by the normal distribution density. Figure 11 shows a 
screenshot of the results of statistical tests for the nor-
mality of values j, j =  using the Kolmogorov–
Smirnov, Shapiro, Andersen–Darling tests.

Thus, the verifications carried out allow us to con-
firm the following hypotheses:
1)	 spacing (τi), i =  obey an exponential distribu-

tion law with parameter ;
2)	 each component of the discrete process (j),  

j =  is standard normal;
3)	 the observed copies of the random series ln(V(j)) 

are independent (i is the copy number, j is the slice 
number);

4)	 the autocorrelation function can be approximated 
(Fig. 8) by an exponential function e –λ⋅s, with a 
parameter , thus the correlation coefficient 
for a 6-step forecast (that is, six months ahead) can 
be set as e –0.65⋅6 = e –3.9;

5)	 the form of the partial autocorrelation function 
presented in Fig. 9 indicates that (j) is condition-
ally uncorrelated with (k), |k – j | > 1, j = , 
provided that the values of  at moments of time 
strictly between k and i;

6)  the Markov property of the discrete process (j),  
     j =  follows from the joint normality and the 
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form of the covariance function. The Markov property 
is also confirmed by the form of the partial autocovari-
ance function.

11. Forecast

The above checks allow us to establish the corre-
spondence of the observed data to the PSI-process 
model. The Markov property of the observed discrete 
process (j), j =  allows us to make a forecast only 
based on the latest distribution of the random vari-
able V (the cost of 1 sq.m. of secondary residential real 
estate in the Admiralteysky district, in the 48th period 
corresponding to September 2015). The empirical dis-
tribution of the random variable V(48) is satisfactorily 
approximated logarithmically normal distribution with 
parameters  μ(0) = 4.64, σ = 0.22 (p-value of the Kol-
mogorov–Smirnov test is 0.2534, see Fig. 4).

The mathematical expectation of the model dis-
tribution in the 48th period is equal to  
= 106.081 thousand rubles for 1 sq. m. The median of 
the model distribution in the 48th period is equal to  
e 4.64 = 103.544 thousand rubles for 1 sq. m. The mode 

of the model distribution in the 48th period is equal to 
e 4.64–0.222 = 98.652 thousand rubles for 1 sq. m.

Note that the average price exceeds the most prob-
able value by 7.5%, the minimum price is 1 sq. m. in 
the empirical sample in the 48th period 63.265 thou-
sand rubles; maximum price 1 sq. m. in the empirical 
sample in the 48th period 172.556 thousand rubles.

The correlation function of the normalized sums 
of the discrete process (j), j =  has an exponen-
tial form with the parameter λ  =  0.65. Moreover, we 
obtained this value twice: as a parameter of the expo-
nential approximating the correlation function, and as 
a parameter of the exponential distribution of spacing).

The correlation coefficient for the logarithm of a 
pair of arbitrary sections of the process V(t), forming 
a two-dimensional random vector (V(0), V(s)), is equal 
to ρ(ln(V(0)), ln(V(s))) = e –0.65⋅s. Formulas (2)–(4) have 
the form:

Mode(V(s)|V(0) = v(0)) =
= exp(0.00432 ⋅ s + 4.443 + e –0.65⋅s (ln(v(0)) — μ(0) — 

                                    — 0.222(1 — e –2⋅0.65⋅s)),	

Fig. 12. Forecast for the price value v(0) = 106.081 thousand rubles per 1 sq. m. –  
the average price in the last observation period.  

Gray background – corridor within one standard deviation. 
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Median(V(s)|V(0) = v(0)) =

= exp(0.00432 ⋅ s + 4.443 + e –0.65⋅s (ln(v(0)) — μ(0))), 

E(V(s)|V(0) = v(0)) =
= exp(0.00432 ⋅ s + 4.443 + e –0,65⋅s  (ln(v(0)) — μ(0)) + 

                        +  0.222(1 — e –2⋅0.65⋅s)).	

Formula (5), which describes the boundaries of the 
VL,R(s) error corridor (for example, within one standard 
deviation), takes the form:

For any property, price is 1 sq. m. which V(0) = v(0) 
was set in the last period (as stated above, corresponds 
to September 2015), a forecast can be made for the next 
6 periods.

Let us build a forecast for 6 periods (six months in 
advance) for a property that in the last period had a 
price of 106.081 thousand rubles for 1 sq. m. (average 
price for slice number 47).

Figure 12 shows the forecast for the price value 
v(0) = 106.081 thousand rubles per 1 sq. m.

In Fig. 12, dots mark the actual average prices for 
1 sq. m. in the same set of real estate properties (mass 
market, Admiralteysky district), which are:
in October 2015	 103.100 thousand rubles for 1 sq. m.,
in November 2015 103.492 thousand rubles for 1 sq. m.,
in December 2015 103.247 thousand rubles for 1 sq. m.,
in January 2016 102.027 thousand rubles for 1 sq. m.,
in February 2016 101.044 thousand rubles for 1 sq. m.,
in March 2016 102.046 thousand rubles for 1 sq. m.

Conclusion

1.	 The complex of checks carried out made it pos-
sible to establish that the studied data follows the  
PSI-process model.

2.	 Figure 11 shows the forecast for a price equal to 
the average value in the last observation period. 
The black dots show the actually observed aver-
age price values of 1 sq. m. in the next 6 months, 
they are located near the modal forecast line, which 
serves as a good verification of the forecast based 
on the most probable value. The line of modal val-
ues indicates the most probable value of the future 
price, provided that the price in the last slice was 
equal to the average value. This is a consequence 
of the characteristic of the lognormal distribution 
of prices and the fact that the average values of the 
logarithms of prices follow the Ornstein–Uhlen-
beck process.

3.	 The parameter λ  =  0.65 indicates, among other 
things, the average time during which the price of 
a property in the observed market sector jumps; it 
is  = 1.54 periods. In the example presented, the 
period is 1 month.

4.	 The main advantages of forecasting based on the 
characteristics of PSI-processes:

	♦ 	the standard deviation of the forecast stabilizes over 
time at the level of constant variance of the random 
process, in contrast to moving average models that 
accumulate forecast error at each step;

	♦ 	the ability to build a forecast not only for average val-
ues, but also for any object put up for sale in the last 
observation period at a certain price. 
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Abstract

The economic complexity index defines the basis of the modern theory of economic complexity and 
reflects the level of knowledge embedded in the production structure of the economy. This study examines 
the direct relationship between the economic complexity index and gross regional product (GRP) while 
taking into account other factors of the GRP production function in its generalized representation. As 
a result, we can isolate the impact of the economic complexity index from other phenomena. The non-
linear nature of the relationship between economic complexity and GRP is revealed, and the direct 
relationship is manifested only at sufficiently high values of economic complexity, exceeding a certain 
threshold, which is found endogenously using econometric methods. In addition, the paper studies 
the relationship between economic complexity and indices of sectoral specialization. We found that 
there is a direct relationship between economic complexity and the extractive industry index and no 
relationship with the level of development of manufacturing industry. We obtained a clarification of the 
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generalized production function of GRP, in which the threshold effect of the influence of economic 
complexity manifested itself as a factor of nonlinear dependence describing the elasticity of labor: a 
high level of economic complexity provides greater labor productivity. Overall, the results of the study 
of the dependence of GRP on economic complexity lead to the conclusion that increasing economic 
complexity can be an effective way to stimulate economic growth and development, but only starting 
from a certain threshold level. This suggests that an economy must reach a minimum level of diversity 
and complexity in its industrial activities before it can experience the productivity gains necessary for 
substantial GRP growth.

Keywords: economic complexity index, sectoral specialization, generalized production function, direct 
relationships, nonparametric regression, nonlinear regression, returns to scale
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Introduction

For a relatively long time, economists have 
agreed that a country’s ability to create and 
distribute income depends on its productive 

structure, as discussed in papers such as [1–3]. Paper 
[4] presents a study of the convergence of productivity 
levels across US states and finds that higher productiv-
ity levels are associated with a more diverse and com-
plex production structure.

However, quantifying the productive structure of 
a country is difficult. Various approaches have been 
attempted, such as the concentration index, which 
measures the share of agriculture, manufacturing or 
services in the economy, as well as aggregate measures 
of diversity and concentration [5]. Other approaches 
measure diversification by dividing sectors into related 
and unrelated sectors [6–8]. However, these methods 
have their limitations, including the possibility of some 
bias, since large countries or regions tend to be more 
diversified. In addition, they do not take into account 
the interconnections between different economic 
activities, complexity and sophistication of production 
activities.

These shortcomings are resolved by considering 
the identified comparative advantages and construct-
ing an economic complexity index [9–11]. The eco-
nomic complexity index allows us to obtain estimates 
of the complexity of economic structures, taking into 
account both the diversity and uniqueness of sectors. 
This allows us to reflect both the breadth and depth of 
the economic structure.

One of the most important aspects of economic 
complexity is sectoral network structure, which meas-
ures the degree to which different sectors of the econ-
omy are interconnected through production processes. 
This interconnectedness is believed to facilitate the 
transfer of knowledge, technology and other resources 
between sectors and support economic growth. Large 
values of the economic complexity index indicate that 
the structure of the economy is dominated by inter-
connected sectors. For example, sectors with long pro-
duction cycles, such as electronics and engineering, 
require higher levels of coordination and knowledge 
and therefore have high levels of economic complex-
ity. In contrast, economic structures dominated by pri-
mary and agricultural sectors have low values of eco-
nomic complexity.
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The paper [12] presents calculations of the eco-
nomic complexity index for countries and shows how 
it can be used to forecast economic growth and identify 
potential areas for diversification and development of 
the economies of countries.

The relationship between economic complexity and 
gross domestic product (GDP) is of great interest to 
economists, since GDP is a widely accepted indicator 
of regional production and economic development.

The authors of [11] have shown that countries with 
a more complex production structure tend to have 
higher levels of economic growth and higher GDP per 
capita, which in turn are associated with lower poverty 
rates and better social welfare [13]. Hence, one may 
conclude that development policies should aim to cre-
ate conditions that will stimulate growth in economic 
sophistication (for a more detailed discussion see [10]). 

In recent years, statistical studies have used the eco-
nomic complexity index as an explanatory factor for 
economic growth, knowledge level, human capital, 
inequality and other socio-economic indicators [12, 
14, 15]. However, the relationship between economic 
complexity and socioeconomic indicators is not always 
unambiguous, and there are other factors that may 
influence this relationship. As will be shown in this 
paper, often the assumption or conclusions that there is 
a direct relationship of GRP with economic complex-
ity is erroneous, because, as a rule, other basic indica-
tors of the economy and science are not considered.

In [16], a generalized GRP production function 
was obtained, in which regional output depends on the 
number of employed persons (L), the value of fixed 
assets (K) with their elasticity coefficients, which are 
given by the sectoral structure of GRP, and the number 
of researchers (P) (distinguished as an additional pro-
duction factor with a constant elasticity coefficient). 
These factors of the production function will be con-
sidered as the main characteristics of the economy.

The purpose of this paper is to test two hypotheses 
using data on the regions of the Russian Federation. 
First, we will examine whether there is a direct rela-
tionship between the index of economic complexity and 

GRP. Second, we will examine whether there is a direct 
relationship between economic complexity and the fac-
tors of the generalized production function. For this 
purpose, we will use the methodology of finding direct 
relationships and hypothesis family testing [16, 17].

1. Data

Let us consider GRP for the year 2019 and the main 
factors of the generalized GRP production function 
from [16]: 

	♦ gross regional product for the year 2019 [18];
	♦ fixed assets at the end of 2019 [18];
	♦ average annual number of employed persons for 
2019 [18];

	♦ indices of extractive (S1) and manufacturing (S2) 
industries for 2019 (see below);

	♦ number of researchers in 2019 [18].

Let us explain in more detail about the indices of 
extractive (S1) and manufacturing (S2) industries, 
which characterize the sectoral features of the region. 
These indices were constructed by the author based on 
the data of GRP sectoral structure using component 
analysis with rotation and reflect the sectoral speciali-
zation of the regions under consideration (Fig. 1). The 
data of the GRP sectoral structure included the main 
six industries that determine the nature of the economy 
of the Russian regions [18]:

	♦ agriculture, forestry, hunting, fishing and fish 
farming;

	♦ mining, oil and gas;
	♦ manufacturing;
	♦ wholesale and retail; 
	♦ real estate operations;
	♦ public administration and military security; social 
security.

Further, these indicators were expressed through two 
factors by the method of principal components with rota-
tion (Fig. 1), which account for more than 80% of the 
explained variance in the data for the year 2019. For other 
close years, very similar results are observed, indicating a 
very slow change in the structure of regional GRP.

The impact of economic complexity and industry specialization on the gross regional product of Russian regions	 27



BUSINESS INFORMATICS        Vol. 17        No. 4        2023

At the same time, we considered the data on tax rev-
enues for 82 sectors of the Russian Federation regions 
[19], which reflect the production volumes of each sec-
tor of the economy for export and for domestic con-
sumption. Based on these data, an index of economic 
complexity was constructed for 2019–2020 [20].  
Figure 2 shows the estimates we obtained of the eco-
nomic complexity index. Note that the index of eco-
nomic complexity, in fact, is equivalent to the gener-
alized eigenvector of the matrix “region–region,” the 
elements of which characterize the nested structures of 
economies. 

The region of economic complexity values can be 
roughly divided into ranges, within which locally the points 
are well approximated by linear rank dependencies:

	♦ Range-1: regions with a predominance of unique 
sectors in the economic structure. As a rule, these 
regions are characterized by specialization in the 

extractive industry. For them, the average value of 
the extractive industry index (+13.64). A sufficiently 
high average value of the manufacturing industry 
index (+11.05) indicates the presence of regions 
with a mixed-type structure, where manufacturing 
sectors are also sufficiently represented. 

	♦ Range-2: regions with a weakly diversified mix of 
strong sectors and non-unique sectors. These regions 
include regions with emerging economies. Average 
value of the extractive industry index (+7.16), 
average value of the manufacturing industry index 
(+7.45).

	♦ Range-3: regions with highly diversified structures of 
strong sectors and long value chains. This includes 
regions characterized by the presence of long 
value chains and specialization in manufacturing. 
The average value of the extractive industry index 
(–3.87) indicates the absence of extractive industry 

Fig. 1. Distribution of Russian regions in the space of sectoral orientation indices  
(listed in ascending order; based on data for 2019).
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Fig. 2. Estimates of economic complexity by regions of the Russian Federation  
(listed by ascending order; based on data for 2019).
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in most of these regions. The average value of the 
manufacturing industry index is (+17.68).

It should be noted that the smallest dispersion of 
economic complexity values is observed for points from 
Range 1, and the dispersion of points from Range 3 is 
the largest. The minimum average value of the extractive 
industry index is for regions with economic complexity 
in Range 1, and the maximum for Range 3. 

2. Research methodology

The proposed methodology aims to obtain an ana-
lytical expression describing the impact of economic 
complexity on gross regional product (GRP). The 
methodology consists of several steps:

1. Identification of explanatory variables directly 
related to GRP. The first step is to identify the variables 
that are directly related to GRP (hereinafter referred 

to as Yi – GRP of the i-th region). This is done using 
the technique of the so-called “causal analysis” or 
analysis of the direct relationships structure [16]. Let 
us explain this concept. If in a set of random variables 
(including both resultant and explanatory variables)  
Z = (Z1, Z2, ..., Zn), the conditional distribution of 
value Zi from all others is determined only by their part  
Zj, Zk, ..., Zl (those not included in the condition can 
take any values). Let us denote by lowercase letters  
z1, ..., zn the realized values of the corresponding ran-
dom variables Z1, Z2, ..., Zn. Then the definition of 
direct relationships can be written as:

         P(zi | z1, ..., zn) = P(zi | zj , zk, ..., zl)  z1, ..., zn),	 (1)

for all z1, ..., zn,

and the variables Zj, Zk, ..., Zl are called directly related 
to the variable Zi. In the continuous case, the par-
tial correlations of Zi with the directly related (and 
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only with them!) are not zero. Namely, if Zi and Zj are 
directly correlated, then different from zero will be:

           	 (2)

where  – the set of variables excluding Zi and Zj;
 and  – projection of Zi and Zj 

onto the linear subspace sp 

2. Identification of the form of the relationship 
between GRP and economic complexity: monotonic or 
non-monotonic? To identify the non-monotonic rela-
tionship between GRP and economic complexity, the 
estimation of the non-parametric Nadaraya–Watson 
kernel regression gτ(x) is used [21]: 

                           	 (3)

where 

log(Yi) – logarithm of GRP for i-th region;

Xi – ranks of economic complexity for i-th region;

k(y) – kernel of nonparametric regression (3) with 
parameter , – window width in nonparametric ker-
nel regression (3).

Note that the window width  was estimated using 
the so-called leave-one-out estimate cross validation, 
see [22] for details: 

           	 (4)

where (i) means that point i is not considered when 
computing the nonparametric estimate at point Xi.  
The use of cross validation with one point left out is 
particularly useful when the data size is small, as it 
allows the model to be trained on almost the entire 
data set. However, for large data, this cross-validation 
approach can be computationally expensive because 
the model has to be retrained for each individual data 
point.

3. Construction of nonlinear regression dependence 
of GRP on directly related explanatory variables. After 
the variables that are directly related to GRP (denoted 
by Yi – GRP of the i-th region, i = 1, ..., N) are identi-
fied, the form of non-monotonic dependence of GRP 
and economic complexity is determined, a nonlin-
ear regression dependence on these variables is con-
structed: 

                      Yi = f(xi, θ 
*) + εi, i = 1, ..., N,	 (5)

where f : k   a nonlinear function of the explanatory 
and directly related to Yi variables, xi   k;

   – vector of true values of the unknown param-
eters;

(εi) are assumed to be independent identically distrib-
uted random variables (not necessarily normally dis-
tributed) with E(εi) = 0 and Var (εi) = σ2. 

Under the assumption that the function  is 
known, the parameter vector  of model (5) is esti-
mated as the solution to the following problem:

                       	 (6)

Finding a solution to this problem is done by 
numerical methods using the Levenberg–Marquardt 
algorithm [23, 24]. 

According to the results presented in [23, 24], under 
sufficiently large n and appropriate regularity assump-
tions (such as twice continuously differentiable f (xi, θ ) 
with respect to θ), the LSE-estimator  has an asymp-
totically normal distribution:

                  	 (7)

where   

Thus, this methodology combines several statistical 
techniques including causal analysis, non-parametric 
estimation and non-linear regression to establish the 
relationship between economic complexity and GRP. 
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3. Research results

Let us analyze the mutual relations between eco-
nomic complexity and the above-mentioned charac-
teristics of science, the economy in the regions of the 
Russian Federation. For this purpose, the matrix of 
partial correlations was estimated using the data for 
the year 2019 and the hypotheses about the absence 
of direct relationship between each variable and eco-
nomic complexity were consistently tested (Table 1).

Table 1 (right part) presents the results of testing the 
family of hypotheses about equality of partial corre-
lations to zero; for a more detailed description of the 
testing procedure of the hypotheses considered [16]. 
Units indicate cases when there are no direct relation-
ships between economic complexity and the corre-
sponding variable. 

As can be seen from Table 1, economic complexity is 
not related to the index of manufacturing industry, but 
it is related to the index of extractive industry. Figure 3 
provides visual confirmation for that.

Among all the variables considered, economic com-
plexity has a statistically significant direct relationship 

with the extractive industry index. The existence of this 
relationship indicates that the scenario of a transition 
from an extractive-based economy (e.g., mining or 
oil, gas) to a more diversified one (in particular, ori-
ented towards long value chains) is associated with an 
increase in the level of economic complexity.

The lack of a relationship between the economic 
complexity index and the manufacturing index may 
imply that the mere presence of manufacturing in the 
economy is not sufficient to increase its complexity. 
This may be the case if manufacturing is concentrated 
in a few low-complexity industries or if other sectors of 
the economy remain underdeveloped.

As shown in Table 1, the partial correlation for GRP 
and the economic complexity index is insignificant, 
while in the case of the partial correlation for ranks, 
there is a statistically significant relationship for these 
variables (hypothesis accepted at 5% level). This indi-
cates the existence of a non-linear relationship between 
the index of economic complexity and GRP. 

Let us take a closer look at the form of dependence 
of the logarithm of GRP on the ranks of economic 
complexity (Fig. 4).

Table 1.
Statistical estimates of partial correlations with economic complexity  

(for original variables and their ranks) for 2019.  
Results the family of hypothesis testing for equality of partial correlations to zero

Partial  
correlation  

with economic 
complexity

H0:  
partial correlation  

with economic 
complexity is zero

Partial correlation 
with economic 

complexity  
for ranks

H0:  
partial correlation 

 with economic 
complexity  

for ranks is zero

Fixed assets 0.16 1 0.20 1

Average annual number of employed persons –0.30 0 –0.06 1

GRP –0.14 1 –0.24 0

Researchers 0.03 1 –0.05 1

Extractive industry index –0.53 0 –0.61 0

Manufacturing industry index –0.12 1 –0.01 1
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Fig. 3. Right: index of extractive industry (ranks) and economic complexity (ranks).  
Left: index of manufacturing industry (ranks) and economic complexity (ranks).
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Note that the U-shaped dependence in Fig. 4, 
obtained using nonparametric Nadaraya–Watson 
regression, suggests that there cannot be a simple linear 
relationship between economic complexity and GRP. 

A U-shaped relationship between economic com-
plexity and GRP implies that both very low and very 
high levels of economic complexity correspond to high 
GRP, while medium levels of economic complexity 
correspond to lower values of GRP. Thus, we can dis-
tinguish the following types of regional economies: 

1. Low economic complexity, high GRP: regional 
economies tend to be rich in natural resources and their 
GRPs are heavily concentrated in extractive industries 
such as oil, gas or mining. Despite the low complexity 
of their economies (as they are mainly focused on one 
or a few sectors), these regions can have high GRPs 
due to the high market value of their resources and 
intensified mining.

2. High complexity, high GRP: regional economies 
with high economic complexity tend to have a wide 
range of developed and interconnected industries that 
include high-tech industries. These regions are typi-
cally characterized by high levels of industrialization, 
investment in human capital and technological inno-
vation.

3. Medium level of complexity, lower GRP: regional 
economies that are in the process of transitioning to 
a more diversified and complex economy. There is a 
lack of developed capacity to efficiently produce more 
complex goods and services. 

Thus, according to Fig. 4, we can distinguish two 
possible paths to higher GRP: (i) through natu-
ral resource extraction or (ii) through the develop-
ment of a more sophisticated industrialized economy. 
Each pathway has its own advantages and challenges. 
For example, resource-rich regions may achieve high 
GRP quickly, but they may face instability due to fluc-
tuations in commodity prices and may have difficulty 
diversifying their economies.

Due to the non-monotonicity of the correspond-
ence between the logarithm of GRP and economic 
complexity, we take as a threshold for economic com-
plexity the argument xopt, at which the minimum of the 

constructed nonparametric Nadaraya–Watson regres-
sion (3)  is reached (Fig. 4):

                   

The rank xopt corresponds to an economic complex-
ity value of 0.45. 

Let’s estimate the threshold impact of economic 
complexity on GRP:

cor(GRP, ECI | ECI  0.45, X–(GRP, ECI) = 0.79,

cor(GRP, ECI | ECI < 0.45, X–(GRP, ECI) = –0.18,

where X–(GRP, ECI) all considered indicators of science 
and economy except GRP and ECI. 

Thus, only at values of economic complexity exceed-
ing 0.45, there is a direct relationship between GRP 
and the economic complexity index.

Based on the identified threshold direct relationship 
between economic complexity and GRP, the represen-
tation of the extended production function for GRP 
was summarized:

                      	 (8)

where

с, , 1, 2, 3, 4, 1, 2, 3 – constants;

Y – gross regional product in 2019;

K – fixed assets at the end of 2019;

L – average annual employment for 2019;

P – number of researchers for 2019;

ECI – economic complexity index calculated from 
data for 2019;
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S1 and S2 – indices of extraction and manufacturing, 
respectively, calculated for 2019;
 – errors of model (8).

Note that the expression found for GRP is esti-
mated with greater accuracy, namely R2 = 0.982, which 
is greater than in [16]. 

Endogeneity in model (8) occurs when the error  
is statistically dependent on one or more explanatory 
variables among K, L, P, S1, S2, T. Namely:

E(  | K, L, P, S1, S2, T)  0.

It is well known that the presence of endogeneity 
leads to bias and invalidity of the LSE-estimators of 
the model parameters, leading to incorrect conclusions 
about the statistical significance of the relationships. To 
test the hypothesis about the absence of endogeneity is 
equivalent to the hypothesis testing for independence of 
each explanatory variable and errors  in model (8). To 
test independence, we use the Hilbert–Schmidt inde-
pendence criterion [25]. In contrast to the statistics in 
the Hausman test for independence of explanatory vari-

ables and the residuals of the model, which is assumed 
to be linear [26], the Hilbert–Schmidt test for inde-
pendence allows for the presence of nonlinearity. A high 
value of the Hilbert–Schmidt independence criterion 
for a pair of variables indicates their dependence, while a 
low value corresponds to independence. Assuming that 
the null hypothesis is independence of the pair of vari-
ables under consideration, Table 3 presents the results 
of the test.

As can be seen from the results of Table 3, the 
hypothesis that errors in model (8) are independent of 
explanatory variables is not rejected. 

In order to make sure that the observed lack of rela-
tionship between errors and explanatory variables is not 
due to confounding variables, we test for conditional 
independence. For this purpose, we can also use the 
Hilbert–Schmidt independence criterion (Table 4).

Thus, according to the results presented in Table 4, 
the hypothesis of conditional independence of errors 
and explanatory variables in model (8) is also con-
firmed.

Table 2.
Parameter estimates of model (1) and their statistical significance

Estimate Sd. error t-value p-value

C 6.77 0.42 4.53 0.00 ***

1 1.79 0.21 2.72 0.01 **

2 (extractive industry index; fixed funds) 0.01 0.00 3.53 0.00 ***

3 (manufacturing industry index; fixed funds) –0.02 0.01 –3.68 0.00 ***

1 0.33 0.26 –4.35 0.00 ***

2 (extractive industry index; employed) –0.01 0.01 –1.96 0.05 *

3 (manufacturing industry index; employed) 0.05 0.01 3.83 0.00 ***

4 (economic complexity) 3.34 1.16 2.89 0.01 **

 (researchers) 0.05 0.02 2.81 0.01 **

Denotations: *** – p-value at less than 0.001 level, ** – p-value at less than 0.01 level, * – p-value at less than 0.05 level.
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The presence of a statistically significant posi-
tive parameter 4 at truncated economic complexity 
suggests the possibility of the effect of “spillover” of 
innovations. Regions with a more complex production 
structure tend to have greater diversification, which 
creates opportunities for inter-sectoral diffusion of 
knowledge and technology, which in turn can lead to 
increased innovation and productivity growth. In addi-
tion, a region that produces a variety of products and 
has interconnected production processes has more 
opportunities to exploit economies of scale. 

Figure 5 illustrates that increasing returns to scale 
are characteristic of regions with high elasticity of labor 
and low elasticity of capital.

As can be seen from Fig. 5, the growth of labor elas-
ticity is accompanied by a decrease in the elasticity of 
capital and vice versa. This indicates a shift in the pro-
duction function due to sectoral differences of regional 
economies.

Figure 6 shows that the presence of diminishing 
returns to scale is characteristic of regions with a high 

Table 3.
Testing the hypothesis of independence of the errors of model (8)  

and its explanatory variables

Pairs of variables Hilbert–Schmidt independence criterion p-value Existence of independence

, T 0.0000033 0.13 independent 

, K 0.0000364 0.8 independent

, L 0.0000366 0.79 independent

, P 0.0000257 0.97 independent

, S1 0.000193 0.27 independent

, S2 0.000237 0.23 independent

Table 4.
Testing hypotheses about conditional independence of errors of model (8)  

and its explanatory variables

Pairs of variables | condition Hilbert–Schmidt independence criterion p-value Existence of independence

( , T |T, L, P, S1, S2) 0.00000154 0.11 independent 

( , K |T, L, P, S1, S2) 0.0000503 0.98 independent

( , L |T, K, P, S1, S2) 0.000258 0.45 independent

( , P |T, K, L, S1, S2) 0.000149 0.89 independent

( , S1
 |T, K, L, P, S2) 0.000368 0.77 independent

( , S2
 |T, K, L, P, S1) 0.000657 0.18 independent
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concentration of extractive industries in the structure 
of the regional economy. Declining returns to scale 
mean that a proportional increase in labor and capi-
tal leads to a less than proportional increase in output. 
This may be because extractive industries (e.g. mining, 
oil and gas) are often capital intensive and may face 
problems such as resource depletion, environmental 
regulations or high operating costs.

Figure 7 shows that increasing returns to scale are 
characteristic of regions with high manufacturing con-
centration and high economic complexity. Sufficiently 
large values of economic complexity, exceeding the 
threshold of 0.45, correspond to large returns to scale.

Since the economic complexity index characterizes 
the concentration of related sectors in the structure 
of an economy, as an economy becomes more com-
plex, networking or relatedness facilitates the sharing 
of best practices and collaboration on innovation, and 
hence contributes to higher productivity. In a complex 
economy characterized by intricate inter-sectoral link-
ages and advanced production, the wealth of diverse 
knowledge and skills tends to be high. Sectoral related-
ness allows this knowledge to be transferred between 
sectors, contributing to overall productivity. With high 
levels of sectoral relatedness, innovations and techno-
logical advances are more easily diffused across related 
sectors.

0.6

0.5

0.4

0.3

0.2

                       0.50                      0.55                    0.60                     0.65                     0.70

Fixed assets elasticity

Labor elasticity

Fig. 5. For each region of Russia according to model (1):  
β1(S1, S2) – elasticity of fixed assets, x-axis; β2 (S1, S2, T1,) – the elasticity of labor, y-axis.  

Straight line: x + y + γ = 1.
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Fig. 6. Extractive industry index (x-axis); manufacturing industry index (y-axis);  
returns to scale (z-axis) calculated as β1(S1, S2) + β2 (S1, S2, T1,) + γ.
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Fig. 7. Economic complexity index (x-axis); manufacturing index (u-axis);  
returns to scale (z-axis) calculated as β1(S1, S2) + β2 (S1, S2, T1,) + γ.
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The formation of related sectors encourages co-
development, where sectors do not grow in isolation, 
but through the joint development of technology, skills 
and knowledge. Such interconnected growth can fur-
ther increase productivity through synergies between 
different sectors.

Thus, regions with more diverse and complex pro-
duction structures with specialization in manufactur-
ing are better positioned to benefit from economies of 
scale and respond to economic change. As noted ear-
lier, regions with more complex economic structures 
tend to have more diversified economies, making them 
more adaptable to volatile economic conditions.

Conclusion

The most important results of the econometric study 
of the impact of economic complexity on the GRP of 
the Russian Federation regions, performed through 
the consistent use of three statistical methods (partial-
correlation analysis of identifying direct relationships 
between variables, the Nadaraya–Watson method of 
nonparametric regression estimation, and the least 
squares method for nonlinear production functions) 
based on the statistical data for the year 2019, are as 
follows:

	♦ There is no direct statistical relationship between 
the manufacturing industry index and economic 
complexity for the regions of the Russian 
Federation. This means that the emergence of new 
manufacturing sectors or the expansion of previously 
existing ones is not necessarily accompanied by an 
increase in economic complexity. 

	♦ The extractive industry index has a direct relationship 
with the economic complexity index. An increase 
in the extractive industry index corresponds to a 
decrease in the economic complexity index. 

	♦ Statistical evaluation of non-parametric Nadaraya–
Watson regression showed that there is a non-
linear relationship between GRP and the economic 
complexity index. 

	♦ Having ranked the regions by the level of economic 
complexity and excluding the influence of other 
variables in the sample, the rank number and the 

corresponding level of economic complexity were 
found, above which there is a direct relationship 
between GRP and economic complexity, and below 
which there is no such relationship.

	♦ Statistical estimates of the parameters of the 
considered generalized production function show 
that the elasticity of fixed assets depends in a 
statistically significantly manner on the indices 
of sectoral specialization, while the elasticity 
of labor depends both on the indices of sectoral 
specialization and economic complexity. For 
values of economic complexity above a certain 
threshold, high economic complexity corresponds 
to higher labor elasticity. This indicates that regions 
with a more complex, diverse and interconnected 
production structure have higher productivity and, 
consequently, have more opportunities for efficient 
use of their labor resources.

	♦ Increasing returns to scale are evident only in 
regions where manufacturing industries predominate 
and there is a sufficiently high level of economic 
sophistication. Regional economies with a 
high concentration of extractive industries are 
characterized by decreasing returns to scale, which 
potentially limits their growth.

	♦ Manufacturing can provide more opportunities 
for productivity and value addition than extractive 
industries. 
In general, the results of the study of the relationship 

between GDP and economic complexity emphasize the 
importance of taking into account economic complexity 
as an explanatory variable of the production function for 
regional GRP in its generalized form. Stimulating in-
creases in economic complexity can be an effective way 
to promote economic growth and productivity, but this 
effect is only evident when the level of economic com-
plexity is high enough. By increasing the diversity and 
economic complexity of their production structures, 
regions can increase productivity, competitiveness and 
economic stability, leading to higher levels of GRP and 
sustainable economic growth. 

The importance of the composition of economic 
sectors and the balance between labor and capital in 
shaping output and growth should also be emphasized. 
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Regions concentrated in sectors with high labor elastici-
ties are characterized by increasing returns to scale and 
hence potentially higher economic growth. Conversely, 
regions with a high concentration of extractive indus-
tries may experience declining returns to scale, poten-
tially limiting their growth. This underscores the impor-
tance of policies aimed at increasing productivity and 
diversification away from extractive industries for sus-
tainable economic growth.

The methodology presented in this paper for quan-
tifying the impact of economic complexity on gross re-
gional product (GRP) can be useful in the decision-
making process of locating new production facilities, 
distribution centers or branches of enterprises. Under-

standing the impact of economic complexity on GRP 
can help identify economically stable and sufficiently 
diversified regions with more favorable business condi-
tions. However, regions with a complex economic struc-
ture are also characterized by a higher potential level of 
competition. 

Higher GRP usually correlates with higher purchas-
ing power of consumers. Therefore, the results present-
ed may help businesses to identify potentially lucrative 
regional markets for their products or services. However, 
it is important to note that, while useful, this methodol-
ogy is one tool and should be used in conjunction with 
other data sources and market research to make com-
prehensive decisions. 
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Abstract

The formation of raw material supply chains is very closely related to production problems at a timber 
processing plant. Since the beginning of the second industrial revolution, one urgent question has been 
the formation of supply chains for raw materials and the optimal calculation of production volumes for 
each individual day. This article examines a forestry enterprise that does not have its own sources of 
wood, which daily solves the problem of ensuring the supply of raw materials and optimal production 
load. A commodity exchange is considered as a source of raw materials where lots randomly appear every 
day in different raw material regions. In the scientific literature, there are many approaches to calculating 
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Introduction

The wood supply chain plays a vital role in 
the global economy, providing essential raw 
materials to various industries such as con-

struction [1–4], furniture [5–7] and paper [8]. Sup-
ply chains are complex and dynamic; their formation 
depends on the efficiency of forestry management, 
processes of harvesting, wood processing, distribution 
and consumption of wood products. Effective supply 
chain management (SC, SCM) of wood is critical to 
ensure sustainability of production and conservation of 
resources while promoting economic growth.

In recent years, there has been increased interest in 
wood supply chain modeling to optimize and improve 
production sustainability [9–11]. Modern SC forma-
tion models are developed to provide management with 
valuable information about supply chain performance 
and can be used to improve the sustainability and effi-
ciency of management strategies [12, 13]. There is a 
significant amount of research, the scope of which lies 

in various areas of forestry production: forest manage-
ment and the processes of logging, processing, distri-
bution and consumption.

Modeling wood supply chain management processes 
is critical to efficiently use resources, reduce environ-
mental impact and improve economic performance. 
As technology advances, data analysis techniques such 
as machine learning and stochastic optimization are 
being used to develop models to provide more accurate 
predictions and effective decision-making tools.

1. Literature review

The wood supply chain is a complex network of pro-
cesses including forest management, harvesting, trans-
portation, processing and distribution. Effective wood 
supply chain management is critical to optimizing 
operations and achieving the sustainability goals of any 
forest products business. Mathematical modeling is a 
powerful tool to support decision-making processes 
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the optimal profit value over the entire planning horizon, but they do not consider many features that 
are important for a timber processing enterprise. This paper presents a mathematical model which is a 
mechanism for making daily decisions over the entire planning horizon and differs in that it allows one 
to take into account the share of useful volume and the delivery time of raw materials under conditions 
of uncertainty. The result of the model is the optimal profit trajectory, considering the volume of raw 
materials, the delivery time of lots, the volume of profit and the production volume of goods. The model 
was tested on data from the Russian Commodity and Raw Materials Exchange and one of the Primorsky 
Territory enterprises. Analysis of the results showed that there are difficulties in planning supply chains 
and production volumes. An assessment of the optimality of raw material regions was carried out. The 
advantages and disadvantages of the mathematical model are formulated.
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and optimize various aspects of wood supply chain 
management. Let’s consider the experience of mod-
eling the problem of supply chain management.

1.1. Timber harvesting  
optimization models

Optimizing timber harvesting processes is essen-
tial for sustainable forest management and maximiz-
ing economic returns. Mathematical models such as 
Mixed-Integer Linear Programming (MILP) mod-
els are widely used to determine the optimal timing 
and spatial distribution of logging. Such models con-
sider various factors, including wood growth, mar-
ket demand, operating costs and environmental con-
straints, to support decision-making processes. For 
example, in [9], the authors propose a MILP model 
that optimizes timber harvesting and road construc-
tion operations in several logging areas, considering 
economic, environmental and transportation factors. 
The model aims to maximize the net present value of 
timber revenues while minimizing logging costs and 
environmental impacts.

Efficient logistics and transportation are critical 
components of the wood supply chain, ensuring timely 
delivery of wood products and minimizing transporta-
tion costs. Mathematical modeling methods are used 
to optimize transport routes, vehicle planning and 
inventory management. The authors of the study [10] 
developed an MILP model for multi-day truck rout-
ing. The model was applied to a Brazilian logging com-
pany that operated one factory and several logging sites 
equipped with cranes. The model considers the Less 
Than Truckload (LTL) problem, allowing for repeated 
movement of trucks between several forest apiaries. 
The objective function aims to minimize transporta-
tion costs, the number of trucks, the number of trips 
and overtime costs. The model was applied to a case 
with 5 available harvesters and 48 trucks. Methods 
that directly use optimization models are sensitive to 
the dimension of the problem in terms of the number 
of variables and constraints. In addition, such models 
usually require assumptions, for example about full 
trucks, as in [10], to be able to formulate a mathemati-
cal model of the problem being solved.

1.2. Inventory and supply chain  
management models

There are many models in the literature dedicated to 
the development and application of various approaches 
to solving a variety of problems in the field of inventory 
and supply chain management. For example, intui-
tionistic fuzzy sets (hereinafter IFS) were used [14, 
15]. Measures of possibility, necessity and reliability 
are used as a new approach to solving intuitionistic 
fuzzy optimization problems [16, 17]. They are also 
applied in manufacturing, stock-out inventory models 
to obtain Pareto optimal solutions [18]. Multi-objec-
tive IFS optimization has been used, for example, in 
studies [19–21].

In addition, dynamic programming methods were 
also used to optimize multi-echelon supply chain 
problems. Thus, a neurodynamic programming model 
was developed in [22] to solve the two-stage problem 
of inventory optimization under conditions of demand 
uncertainty. Testing of the model in practice showed 
a reduction in enterprise costs by 10%. The authors 
of the study [23] formulated the supplier-managed 
inventory routing problem as a Markov decision pro-
cess and applied the approximate dynamic program-
ming method to solve it. The authors of [24] developed 
an approximate dynamic programming (ADP) model 
based on Lagrangian relaxation for inventory manage-
ment of a network with one product and several sites. 
The authors of [25] use ADP methods and apply sto-
chastic approximation to calculate optimal underlying 
inventory levels given news provider problems over the 
horizon of multiple periods of backlogs and lost sales. 
The authors of the study [26] apply ADP methods to 
solve the problem of inventory management at several 
enterprises and with a given number of products, con-
sidering the variability of some processes.

Reinforcement learning has also been applied to the 
Inventory Management Problem (IMP) [27]. Thus, 
the team of authors in [28] use Q-learning for a four-
stage IMP with a 12-week cycle and non-stationary 
demand. In [29], the authors trained the Deep Q-Net-
work neural network architecture to achieve near-opti-
mal results in the Beer Game, a classic example of a 
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multi-layer IMP. The authors of [30] uses Q-learning 
methods and the SARSA model for optimal replenish-
ment of perishable goods.

1.3. Conclusions and formulation  
of the research problem

Modeling has become an important tool for ana-
lyzing and improving supply chains in various manu-
facturing areas. The complexity of the supply chain, 
along with increasing pressure to minimize environ-
mental impact, implement sustainable practices and 
consider social and operational considerations, has led 
to the development of a wide range of models. In the 
wood supply chain, modeling can optimize the flow of 
raw materials from their origin to their destination by 
minimizing costs, reducing environmental impact and 
increasing efficiency.

As a review of the literature showed, there are many 
works devoted to the subject of SCM, however, many 
models and approaches are not applicable in prac-
tice when managing a forestry enterprise in matters of 
forming supply chains in conjunction with determining 
production volumes.

It is worth noting that the existing models are affected 
by the failure, firstly, to take into account the coefficient 
of the useful volume of raw materials that will reach 
the warehouse. This must first be separated from rot, 
and then processed into dust. Then one uses a press to 
produce OSB boards. Secondly, there are the tools of 
daily decision-making based on the supply of lots of 
raw materials on the exchange that day. For example, 
work [12] is devoted to a similar problem, but does not 
take into account the considered feature with the useful 
volume of raw materials that will reach the warehouse. 
In addition, there is the absence of a qualitative fore-
cast of the situation on the commodity exchange (when 
and in what volume lots will appear for sale on the stock 
exchange) and it is not at all applicable in practice. Work 
[11] is devoted to the same problem, but with an empha-
sis on pricing of final goods. Here, as in [12], there is no 
consideration of the coefficient of the useful volume of 
raw materials that can reach the warehouse. In addition, 
the second negative side of the model is repeated: there 

is no possibility to make a daily decision based on the 
current offer on the stock exchange. However, it is worth 
noting that the problem of considering the coefficient of 
useful volume of raw materials is not new and was con-
sidered in [13]. This article is devoted to assessing the 
optimal value of profit over the entire planning horizon 
of the forestry production cycle, namely: SCM and cal-
culation of production volumes, where the flow of raw 
materials is carried out from the commodity exchange. 
However, there is still no clear description of how to 
use the model so that the enterprise can make decisions 
related both to the problems of purchasing raw materi-
als from the exchange and to calculating production vol-
umes so that the profit value at the end of the planning 
horizon is maximum and at the same time extremely 
close to optimal.

Thus, the problem of managing an enterprise in the 
timber industry remains unresolved, when the enterprise 
does not have its own sources of raw materials for pro-
duction, and when every day a decision has to be taken 
on the formation of the flow of raw materials from the 
commodity exchange and at the same time on the vol-
ume of finished products over the entire planning hori-
zon, maximizing the value of the total profits, in condi-
tions of uncertainty in the supply of lots on the stock 
exchange and taking into account the coefficient of use-
ful volume of raw materials, technology of production 
of goods and the specifics of logistics of raw materials to 
the warehouse. This work is devoted to the development 
of a model that solves the current problem.

2. Research purpose,  
objectives and hypothesis

Considering the processes of enterprise functioning, 
the most important for forestry production are the for-
mation of supply chains for raw materials and the vol-
ume of production of goods.

Considering the sources of raw materials entering 
the stock exchange, the exchange enters into agree-
ments with tenants of forest plots from various regions 
on the use of the trading platform. After completing 
an exchange transaction between the raw material pro-
cessing enterprise (timber industry complex) – the cus-
tomer and the tenant of the forest plots (logger) – the 
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seller, the volume of raw materials stated in the con-
tract is sent to the customer. It is only possible to buy a 
lot on the exchange in its entirety [11–13, 31–33].

The purpose of this study is to develop a mathemati-
cal model that allows the formation of supply chains of 
raw materials from the commodity exchange in con-
ditions of supply uncertainty and differs from already 
known models in that, firstly, the decision-making 
process is carried out daily, and, secondly, it allows you 
to take into account the likely time of delivery1 of raw 
materials to the warehouse and changes in the work-
ing volume of raw materials which depends on external 
factors (temperature, insects, etc.).

Research objectives:
1.	 Construction of an economic and mathematical 

model.
2.	 Designing an algorithm for finding a solution for 

the developed model.
3.	 Analysis of model testing results.

It is well known that such a problem can be solved 
optimally when all the values that were played (lots, 
travel time) are already known. However, there is no 
understanding whether it is possible to make deci-
sions every day on the formation of supply chains of 
raw materials and on production volumes so that the 
profit value is as close to the optimal value as possible. 
We assume that a model which allows you to solve the 
problem as close as possible to the optimal one exists, 
where decisions are made every day, having only the 
data of the current day and many assumptions about 
what the situation will be “tomorrow.”

3. Mathematical model2

Any production, including the timber industry, is 
unable to function without the existence of a source of 
raw materials. To ensure the supply of the required vol-

1	 The purchase and sale agreement specifies the methods and price of timber delivery. Delivery can be  
carried out by the enterprise, but further we will consider the delivery of raw materials by the supplier.

2	 The software implementation of the developed model and exchange sales statistics can be found at the link  
https://drive.google.com/drive/folders/1THzU7BHjGgpUgZiXQbvJNaIA14biWO1t?usp=sharing

3	 https://spimex.com/

ume of raw materials, it is necessary to identify wood 
suppliers. To do this, we will use the services of the  
St. Petersburg International Commodity and Raw 
Materials Exchange (SPbIMRME)3. Every day the 
stock exchange publishes data on how many transac-
tions (orders) were made, at what price and what vol-
ume of raw materials was sold. In addition, the exchange 
provides services for the delivery of raw materials to the 
consumer, which is also included in the price of the 
goods. The exchange represents many regions from 
which raw materials could potentially come [11–13, 
33]. We will specifically change or expand the input 
data for solving the problem to make it more difficult 
for the model to find a solution.

After a sufficient volume of raw materials has 
arrived at the production warehouse, the enterprise 
must decide on the optimal vector to produce the final 
product, focusing on the maximum possible produc-
tion volume [11–13, 33].

Let’s consider the scheme for purchasing raw mate-
rials and calculating production volumes. It is known 
that profit maximization at an enterprise is achieved 
if and only if the necessary quantities are calculated 
in a single model. That is to say, the model consid-
ers both the volume of production and the flow of raw 
materials. Since an enterprise usually does not know 
what will happen on the market (exchange) tomorrow, 
it plans only today based on the estimated situation at 
the enterprise “tomorrow.”

This raises the question of which planning period  
  1 to choose. In this work we will set it to one value 

to solve the entire problem.

We introduce some assumptions. Let, firstly, the 
enterprise know for a certain value of E periods what 
lots were drawn on the stock exchange and the situ-
ation with workload on the railways (railroads). Sec-
ondly, we also assume that the situation on the raw 
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materials market does not change much over the years. 
Then the enterprise, based on these data, with infor-
mation at one’s enterprise for the same periods, can 
build a model to find the optimal solution. Then there 
is an opportunity to get many optimal trajectories of 
profit values and volumes of raw materials in the ware-
house every day over the entire planning horizon. In 
this work, we focus on considering the trajectory of raw 
material inventories in a warehouse.

In this case, it is possible to build a regression that 
would reflect the average expected value in aggregate 
for all types of raw materials in warehouse  on each 
individual day m over the entire planning horizon of M 
days, depending on which lots are available today.

Since the solution has to be sought on a certain inter-
val [m, min(M, m + )], and the value of the expected 
total volume of raw materials is known only for the cur-
rent day m , the question arises about what volume of 
raw materials in the warehouse we expect in the next 
days [m + 1, min(M, m + )], where m + 1  M.

Returning to already found optimal trajectories of 
the total volume of raw materials in the warehouse in 
the previous E periods, from here you can calculate the 
value 

,

where  – this is the total volume of raw mate-
rials for all their types l on day m for each individual 
input data sample e  E. Then we will search for a 
solution to the current problem that would take into 
account the forecast value  on the current day m and 
some correction for the entire planning period  forward 
min(M – m, )

, t = 0: min(M – m, m + ).

Let’s introduce the following set of parameters and 
variables.

Options:

pkm – price for product type k on day m;

cilrm – price of lot i with type of raw material l from 
region r, appearing on the exchange on day m;

Alk – rate of consumption of raw materials of type l for 
the production of a unit of goods of type k;

 – spoilage rate of raw materials purchased on day  
 to day m (m  );

Vilrm – volume of raw materials in lot i with raw mate-
rial type l from region r, appearing on the exchange on 
day m;

Hnk – maximum production volume of goods of type 
k on day m;

 – emergency level of raw material reserves;

 – maximum warehouse capacity;

B0 – initial budget level;

FC – fixed costs;

M – planning horizon;

Lr – distance from warehouse to region r;

Sm – distance traveled by the application on day m;

 – profit value at the moment day m;

ε(3) – noise (random variable) component of the work-
ing volume of raw materials that reached the ware-
house;

left and right – the minimum and maximum value of 
a random variable distributed according to a uniform 
law;

LN(am, δm) – log normal distribution of a random  
variable with parameters (am, δm) respectively;

  – the period for which the enterprise solves the task  
 (days);

E – number of different sets of input parameters  
{Vilrm (e), cilrm (e),  (e)}.

Let’s consider the notation with and without a tilde 
above the parameter. We will assume that the value 
with a tilde above the variable is the value that the 
enterprise evaluates, and without the tilde is its real 
value. For example,
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 – time during which a lot purchased on day  from 
region r will reach the warehouse;

 – time during which, according to the enterprise’s 
estimates, a lot purchased on day  lot from region  
will reach the warehouse.

Variables:

xkm – volume of production of goods of type k on day m;

ilrm – fact of purchase of lot i with type of raw mate-
rial l from region r, which appeared on the exchange 
on day m;
blm – level of stock of raw materials of type l in the 
warehouse on day m;
blm (e) – the value of the stock of raw materials of type 
l on day m, which was found when solving the problem 
on data e.

Task  takes the form (1–18). Objective function 
(1) is aimed at maximizing profit values on each day  
m + t – 1:

           	 (1)

Relation (2) specifies the relationship between the 
volumes of raw materials in the warehouse, the volume 
of raw materials spent in production and the volumes 
of raw materials that reached the warehouse:

  ,	 (2)

where
t = 1: ;

 = const;
  max( );

N (j) >> 1;
j = 1: 2;
bl(m–1) = const;

 = min( , M – m + 1);

 +  = m + t – 1.

Constraints (3–4) set possible limits for the values 
of variables responsible for the volume of production 
of each type of product on each day (3) and when the 
fact of purchasing raw materials on the exchange is a 
variable, and in which cases it is considered a constant 
(4). The  variable responsible for the fact of making 
a decision to purchase lot i on day ̃ from region r with 
raw material type l is a constant if and only if   m, 
where  is the date of appearance of the lot in question 
on the exchange, and m is the day of acceptance solu-
tions, otherwise  is a variable:

                                          xkm  N,	 (3)

                           .	 (4)

Constraint (5) is aimed at ensuring that the search 
for a solution is based on the required total volume of 
raw materials in the warehouse. At the end of the plan-
ning horizon, we will assume that the enterprise stops 
its production, so it does not require raw materials in 
the warehouse:

where

                     

                   

Inequality (6) states that there cannot be a situation 
where the volume of raw materials in the warehouse 
drops below zero, taking into account of penalty vari-
ables :
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                	 (6)

Inequality (7) reflects the current level of the enter-
prise budget on each individual day  during 
whole planning horizon m + t – 1:

                    	 (7)

where 0 = B0.

Inequality (8) is intended to prevent a situation 
where the volume of raw materials in the warehouse 
exceeds the maximum capacity:

                                    	 (8)

Formulas (9–10) is a system in which the drawn val-
ues reflect the maximum travel time of the lot:

               	 (9)

                     	 (10)

Formulas (11–12) specify an estimate of the coef-
ficient of the useful volume of raw materials that will 
reach the warehouse. Formula (11) uses the function  
arctg(x) to reflect the useful volume of raw materials 
that has reached the warehouse. Since the function  
y = arctg(x) can take values in the interval [0; π/2],  
x ∈ [0; ∞], it is necessary to make changes to the rela-
tionship between the value of the coefficient4 of raw 
materials reaching the warehouse and how much time 
has passed since the moment the lot appears on the 
exchange5 in such a way that the condition is met:  
0  arctg(x)  1, x ∈ [0; ∞], β = const,  = const:

4	  We will assume that this coefficient is in the range from 0 to 1.

5	  Let us introduce the assumption that the raw materials indicated in the lot were produced  
on the same day on which the lot was put up for auction.

  	 (11)

                                	 (12)

Formulas (13–14) limit the values of some variables:

                           0  xk(m + t – 1)  Hk(m + t – 1),	 (13)

                               0, j = 1:2.	 (14)

After the solution, the following key parameters are 
calculated (15–18):

       	 (15)

   	 (16)

           	 (17)

where   = m – ;

                                       m = m + 1.	 (18)

Recalculation of the main indicators occurs after the 
solution has been found for day m (15–17). In equality 
(18), the equal sign is used as an assignment operator 
to the value to the left of the equal sign to the value to 
the right.

4. Model calibration

To test the model, one of the leading forestry enter-
prises of the Primorsky Territory was chosen. Enter-
prises from four regions are most represented on the 
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exchange: Irkutsk Region (r = 1), Perm Region (r = 2), 
Republic of Buryatia (r = 3), Moscow Region r = 4). 
The planning horizon lies between February 1, 2022 
and mid-May 2022.

Knowing the coordinates of enterprises, it would 
be possible to conduct a dialogue with them directly, 
bypassing the stock exchange. However, the exchange 
hides the real coordinates, so all transactions are car-
ried out through the exchange, both from the buyer 
and from the supplier [11].

An array of the following data was collected from the 
official website of the exchange and from the enterprise 
for the specified period: prices of proposed applica-
tions cirm, volumes of applications vilrm, selling prices of 
final goods pk1, number of applications for each type of 
raw material. Since the exchange website runs software 
that does not allow data to be collected automatically, 
we can conclude that the data is not allowed to be used 
in large quantities, so all of the above values will be 
noisy and slightly changed.

The main initial data6 characterizing the enterprise 
are presented in Tables 1 and 2.

For calculations, we will use the high-level pro-
gramming language Matlab and the function from the 
intlinprog7 extension package to find solutions to lin-
ear optimization problems.

Evaluating8 function  with 
input parameters , neural networks9 

(NN) with the following properties10 were used: 10 hid-
den layers with activation function tg(x), 1 output layer 
(ReLU), learning algorithm – Levenberg–Marquardt. 
Coefficient of determination (Euclidean Metric)  
R2 = 0.78.

6	 The author does not have the right to publish some of the company’s data due to his signing  
an agreement “On non-disclosure of trade secrets”. In this regard, the author apologizes to students  
of the current work.

7	 https://www.mathworks.com/help/optim/ug/intlinprog.html

8	 Data for calculations were taken from the Enterprise and from the archive of exchange publications.

9	 https://www.mathworks.com/help/deeplearning/ref/fitnet.html

10	The use of NN is since classical methods of regression analysis did not give positive results.

Table 1.
Basic initial parameters  

of the enterprise

Parameters,  
units of measurement Values

pkm , rub m: (1; 1,5; 1,6; 1,7)  104

N (j),conventional units 15pkm

, days 22

M, days 100

, m3 7000

FC, rub 100 000

B0, rub 3 000 000

Lr, km (3740, 7560, 3250, 9000)

Hnk, units m, k: Hkm = 4

Sources: enterprise, author.

Table 2.
Cost of raw materials  
per unit of production

Item number ( k)

1 2 3 4

Raw material type 
number (l )

1 2 3 4 3

2 1 3 3 5

Sources: enterprise.
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5. Discussion

Let’s look at how the volume of raw materials in 
the warehouse changed (Figs. 1, 2). The behavior of 
raw materials in the warehouse is stable on average, 
in contrast to the results of searching for an optimal 
solution [13], where the maximum value of the total 
stock of raw materials is reached closer to the 70th day. 
Moreover, rare emissions show that the state of the lev-
els of raw materials in the warehouse are stable, which 
allows the enterprise to optimize the management of 
the warehouse and allocate from it the required ware-
house volume as precisely as possible and use the rest 
for other needs without the need for expansion or vice 
versa.Figure 3 shows the production volumes of goods. 
It can be seen that on average production volumes tend 
to a maximum of four units. Rare emissions indicate 
that production is operating stably. When searching for 
an optimal solution, work [13] shows that production 
volumes are always equal to 4. The results of the cur-
rent solution search method are quite close to the opti-
mal one, in terms of production volumes.

The most important indicator remains the value of 
profit over the entire planning horizon. To estimate the 
profit trajectory, consider Fig. 4. We denote by optm(e) 
the optimal profit value on day m for data sample e.

The behavior of the average values of profit volumes 
shows that the share of deviation from the optimal 
solution is not significant and amounts to 0.1964 at the 
end of the planning horizon. The profit value is grow-
ing steadily.

We consider the positive, negative aspects and direc-
tions for further development of the current model. 
The positive aspects of the model include:
1.	 The conceptual simplicity of the research in terms 

of modeling – methods for optimizing linear prob-
lems have received serious study in science.

2.	 Considers many important aspects of the forestry 
industry, for example, the useful volume of raw 
materials that will arrive at the warehouse, the time 
of the lot in transit.

3.	 Allows you to make decisions on each planning day, 
which corresponds to how the process of produc-

tion planning and the formation of raw material 
supply chains occurs.

4.	 As an analysis of the resulting solution using the 
example of one of the Primorsky Territory enter-
prises and exchange data showed, the profit received 
does not differ much from the optimal value.

5.	 This model may include other processes of the for-
estry industry such as logistics, cutting problems 
and others.

6.	 As follows from [12, 13, 34], it is necessary to con-
sider changes in railway capacity when forming sup-
ply chains. This work takes this feature into account 
(restrictions (9–10)).

7.	 The behavior of the values of raw materials in the 
warehouse is more predictable and stable than with 
the optimal one, but at the same time there is a pay-
ment in profit values.

The negative aspects of the study include the follow-
ing points:
1.	 The nature of the  value when calculating the use-

ful volume of raw materials that will reach the ware-
house is not known with certainty. It may well be 
that  is not a parameter, but some function depen-
dent on time or other factors.

2.	 The work does not consider an important factor in 
the process of calculating the cost of goods on each 
individual day or for a period over the entire plan-
ning horizon.

3.	 An important factor that can greatly affect pro- 
fit – the logistics of finished goods to points of con-
sumption – is not considered in the work, but it is 
indicated that the model can be modified to a state 
where it will include this subtask.

4.	 The key factor in the economy has always been 
demand. This work does not reflect the influence of 
demand on the production of goods.

5.	 Forestry companies often purchase raw materi-
als in a B2B format. It would be useful to also use 
this tool to diversify the risk of raw material supply 
chains.

6.	 Often decisions may have different risk measures. 
This allows you to get more profit with a competent 
approach. It would be useful to modify the model 
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Fig. 1. Visualization of the behavior of the trajectory of raw material inventories  
of type l = 1 in a warehouse over the entire planning horizon.

Fig. 2. Visualization of the behavior of the trajectory of raw material inventories  
of type l = 2 in a warehouse over the entire planning horizon.
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Fig. 4. Visualization of the behavior of the trajectory  
of average profit volumes over the entire planning horizon.
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so that the decision maker has the opportunity, at 
a given level of risk, to form supply chains for raw 
materials.

7.	 The assessment of parameters  responsible 
for calculating the distance traveled by lots should 
be calculated not based on the experience of the 
enterprise (there is a high probability of making an 
error in planning), but using mathematical meth-
ods, for example, neural networks.

8.	 2021 and 2022 have shown how important it is to 
be able to form and rebuild supply chains, includ-
ing raw materials, under the influence of “black 
swans” (Black Swan Theory) and/or “rhinos” 
(Rhino Problem). The current work does not pre-
sent any considerations on this matter.

9	 It is not clear how the model will work if the qual-
ity of the estimate of the total volume of raw mate-
rial stock in the warehouse (    
and (m)) will be low, and will the model show the 
same results in this situation.

Conclusion

This paper examines a model dedicated to the 
problem of optimal production management of a 
timber processing enterprise in matters of calculating 
production volumes and forming supply chains for 
raw materials under conditions of uncertainty. The 
model allows you to maximize the value of profit 
before tax and is a multi-period linear programming 
problem characterized by the ability to make decisions 
simultaneously on both issues under consideration: 
calculating production volumes and forming supply 
chains. The results of the model’s implementation 
include the production structure and the sequence 
of purchasing lots from the commodity exchange, as 
well as the date of the last receipts at the warehouse. 
Multi-periodicity is achieved by dividing a task into 
many smaller ones to solve it on each individual day, 
just as it happens in enterprises.

The solution search process is a sequential 
process of solving linear programming problems 
for making decisions on production volumes and 
forming supply chains on a daily basis. Every day, 
the enterprise makes a decision based on estimates 

of when the goods will arrive at the warehouse and 
in what volume, where the latter decreases during 
the delivery process under the pressure of external 
mechanical factors. To achieve closeness of the 
solution to the optimal one, it was decided to 
calculate the regression of the dependence of the 
target total volume of raw materials in the warehouse 
on each individual day on the values of the current 
available lots and the day number. Also for planning, 
another regression was calculated, which allows us to 
estimate the dependence of the coefficient of change 
in the total volume of raw materials in the warehouse 
on the day number. All regressions were calculated 
on the data of optimal trajectories of raw material 
reserves, which were obtained by using one of the 
well-known models for searching for the optimal 
solution to the current problem in a complex manner 
over the entire planning horizon, which took all the 
necessary played values for the previous period.

The methodology developed for finding a solution 
was tested using the example of a timber industry 
enterprise in the Primorsky Territory. Based on the 
calculations carried out and the solution found, 
the company’s recommendations for cooperation 
with the Russian Commodity and Raw Materials 
Exchange were formulated. Analysis of the decision 
showed that, despite the territorial proximity of the 
Irkutsk Region to the Primorsky Territory, it is worth 
paying attention to the purchase of raw materials 
from the Moscow Region and the Republic of 
Buryatia. This is explained by many reasons, among 
which the most important can be identified: sufficient 
potential in terms of extracted raw materials and 
a more acceptable pricing policy of companies. A 
brief analysis of the possible production volumes of 
each type of product was carried out. Analysis of the 
solution found demonstrates that the production of 
most types of goods should be maximum over the 
entire planning horizon, with rare exceptions.

The positive and negative aspects of the model 
are given, and ideas for its further development are 
considered.

In general, it can be argued that the model we 
developed is effective in finding a solution to the 
problem. 
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Abstract

In today’s economy based on knowledge and innovation, the development of absorptive capacity by 
companies is a critical aspect of business competitiveness. In this study, the tech stack of sites is considered 
as a specific, measurable part of the digital and innovative development of a company. In literature to date, 
there is no clear answer to which technologies and in what quantity should be included in the tech stack. 
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Introduction

Business in the modern world is highly depen-
dent on knowledge and innovative develop-
ment. Many researchers note a company’s 

ability to innovate and make current changes as one 
of the main factors of competitiveness and prospects 
for its development (for example: [1, 2]). However, 
knowledge leading to current business transforma-
tions is mainly generated outside a specific company, 
in uncontrolled dynamic systems that include a large 
number of actors [3], which raises issues related to the 
identification, assimilation and use of external knowl-
edge.

In 1990, Cohen and Levinthal [4] proposed the 
concept of absorptive capacity of organizations, which 
includes the ability to recognize the value of new infor-
mation, assimilate it and apply it for business purposes. 
Over the past decades, this concept has received serious 
development: a number of researchers have focused on 
the development of conceptualization and operation-

alization of this concept [5, 6]; other researchers have 
turned to the study of internal company factors and 
external environmental factors affecting the absorptive 
capacity of companies [3, 7–9]. Another significant 
direction in the development of this concept was the 
study of the effects on the company from the develop-
ment of absorptive capacity.

The knowledge obtained in the framework of the 
latest direction of research is currently quite frag-
mentary, sometimes contradictory. So, despite the 
fact that a number of studies confirm a positive rela-
tionship between the introduction of innovations in a 
company and the results demonstrated [10–14], there 
are also studies that indicate that the relationship may 
also be negative: the desire for innovation can lead to 
more risky, complex and less linear processes [15] and 
(potentially) more asymmetrical returns [16]. Other 
scholars argue that firms with high innovative activity 
suffer from low collateral assets and long and uncertain 
payback periods [17, 18].

From the point of view of assessing the tech stack, mainly qualitative methods are proposed that are quite 
resource intensive. Accordingly, the purpose of this study is to determine the impact of the technologies 
used by the characteristics of quantity, uniqueness and popularity in the tech stack of the product on the 
result (the absence of critical errors); as well as in developing a quantitative approach for assessing the 
impact of the technologies used on the result of a digital product. The quantitative approach was developed 
and conceptualized based on previous literature, tested on 12 sites of large Russian banks, including 12 
main domains and 595 subdomains. An analysis of a study of 216 online applications for banking products 
showed a positive relationship between the share of unique technologies in the bank’s visible tech stack and 
the number of errors, as well as a negative relationship between the share of popular technologies in the stack 
and errors. This study expands the discussion on the development of absorptive capacity, contributes to the 
understanding of the limitations of absorptive capacity of companies and proposes a quantitative approach 
for auditing the operational tech stack of companies’ websites.

Keywords: tech stack, innovation, absorption capacity, digital marketing, website
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In 2022, Lehmann, Menter and Wirsching found 
that the relationship between firm productivity and 
absorptive capacity has an inverted U-shape [9], indi-
cating that companies have a certain optimum point, 
but after that is crossed an increase in knowledge 
absorption, an increase in investment in R&D is not 
practical. However, no convincing proposals have yet 
been presented as to how to determine this very opti-
mum point; how to identify useful and useless inno-
vations; how to evaluate your own company from the 
point of view of sufficient innovation saturation and 
avoid negative influence.

This study examines the tech stack of banking 
websites as a specific, measurable part of a com-
pany’s digital and innovative development. Today 
it is impossible to imagine an organization without 
an online presence in the form of a website, landing 
pages for promoting specific products or services, and 
online forms for filling out applications. The more a 
company interacts with its customers in digital chan-
nels, the more attention it pays to online technologies 
and the tech stack.

With the growing diversification of available tech-
nologies, the expansion of functionality, the increase 
in the number of suppliers of such tools, as well as 
changes in legislation, for example, on privacy pro-
tection [19], the tech stack has become an extremely 
promising object of analysis in terms of its optimiza-
tion and the use of certain technologies.

By including a large number of technological tools 
in their own stack (increasing its breadth), banks, on 
the one hand, demonstrate a high level of development 
of absorptive capacity; on the other hand, they increase 
the risks of their joint “unassimilation,” which can 
lead to technical errors and failures in the operation of 
the digital product. Researchers believe that auditing 
the current tech stack not only allows you to get rid of 
unnecessary technologies, but also contributes to the 
development of a more informed approach to choosing 
technologies in the future [20, 21].

However, to study and audit the tech stack, 
researchers and practitioners mainly propose a 
qualitative approach, which involves analyzing each 
technology separately for the need for its use [20]. 

Despite the fact that this approach has certain advan-
tages, it nevertheless requires serious human and time 
resources.

In accordance with the identified gaps, the purpose 
of this study is to determine the impact of the technol-
ogies used by the characteristics of quantity, unique-
ness and popularity in the product tech stack on the 
result; in developing a quantitative approach to assess-
ing the impact of the technologies used on the quality 
of the product.

The following research questions were formulated:
1.	 How does increasing the breadth of the tech stack 

(inclusion of a large number of technologies) affect 
the quality of the product (number of errors)?

2.	 How does the use of unique technologies affect the 
quality of the product (the number of errors)?

3.	 How does the use of popular technologies affect the 
quality of the product (the number of errors)?

This study presents and tests a quantitative 
approach to assessing the performance of a product 
such as a company website (main domain and all sub-
domains) based on an analysis of the tech stack. A 
positive relationship was found between the share of 
unique technologies and the number of errors, as well 
as a negative relationship between the share of popu-
lar technologies and the number of errors.

This study contributes to the development of 
absorptive capacity theory, in particular in the 
direction of studying the results of the company 
obtained from the development of absorptive capac-
ity expressed in the use of a wide range of external 
products, and also offers a concrete practical tool for 
assessing the effectiveness of adding a large number of 
products to its own tech stack from unique technolo-
gies and popular technologies.

1. Absorptive capacity

In the seminal work of Cohen and Levinthal (1990), 
absorptive capacity is defined as “the ability to recog-
nize the value of new information, assimilate it and 
apply it to commercial purposes” [4]. One of the most 
important assumptions of this concept is that the abil-
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ity to find and use external knowledge contributes to 
the development of the innovative potential of com-
panies, which is especially important in a knowledge-
based economy [3]. Cohen and Levinthal (1990) called 
absorptive capacity generators a company’s invest-
ments in R&D, the company’s production activities 
and investments directly in absorptive capacity (for 
example, through personnel training) [4].

Further development of this concept was taken up 
by many researchers, who also tried to rethink it and 
create a more precise conceptual framework. In par-
ticular, Zahra and George [5] identified four capabili-
ties that collectively represent a company’s absorptive 
capacity: acquisition, assimilation, transformation and 
exploitation. Moreover, in response to the question 
of whether all acquired knowledge can be assimilated 
and used, researchers have proposed dividing absorp-
tive capacity into two subcategories: potential absorp-
tive capacity, which includes the processes of acquiring 
and assimilating knowledge; realized absorptive capac-
ity, which includes the processes of transformation and 
exploitation of knowledge [5].

The division of absorptive capacity into potential 
and realized kinds has become a natural consequence 
of the problem of knowledge acquired but not used by 
companies for various reasons [8]. Among the factors 
that have a direct impact on a company’s absorptive 
capacity are internal factors: previous knowledge base 
[4, 6, 7, 9], absorptive capacity, employee competen-
cies, company size, investments in R&D [4, 6], organi-
zational structures [6, 7] and others; external: knowl-
edge environment, company position in knowledge 
networks [6].

Also, one of the most important questions about 
the use of external knowledge by companies is whether 
the innovative potential of companies will grow indefi-
nitely with the constant acquisition of new knowledge. 
In 2022, Lehmann, Menter and Wirsching found that 
the relationship between firm productivity and absorp-
tive capacity has an inverted U-shape [9], indicating 
that companies have a certain optimum point, and 
after they cross that an increase in knowledge absorp-
tion, an increase in investment in R&D is not practi-
cal. However, methods for estimating the optimum, as 

well as the reasons for the decrease in efficiency after 
crossing it, remain insufficiently studied.

Thus, the assumption that not all acquired knowl-
edge can be absorbed and implemented by compa-
nies, as well as the assumption that “more is not bet-
ter,” are key prerequisites for conducting this study 
and developing a quantitative approach to assessing 
product performance depending on the number of 
built-in innovation.

2. Tech stack

A tech stack is a set of technologies on the basis of 
which digital applications and websites are developed. 
Various digital tools, databases, programming lan-
guages, etc. can be integrated into the tech stack [22]. 
With the growing diversification of available technolo-
gies, the expansion of functionality, the increase in the 
number of suppliers of such tools, as well as changes in 
legislation, for example, on privacy protection [19], the 
tech stack has become an extremely promising object 
of analysis in terms of its optimization and the use of 
certain technologies.

The motivation for increasing the complexity of 
one’s own tech stack and integrating a large number 
of digital solutions into it, in addition to functional 
benefits, is also the growing demand of customers 
who expect to see increasingly automated and high-
tech solutions to their problems. At the same time, a 
well-designed tech stack can be a source of competitive 
advantage [21].

All this encourages companies to constantly study 
the emergence of new technologies and determine pri-
orities for investing in the company’s tech stack [23]. 
In addition to searching for new technologies, mod-
ern researchers emphasize the need to conduct regular 
audits of their tech stacks for redundancy. Moreover, 
researchers also believe that an audit of the current 
tech stack allows you not only to get rid of unnecessary 
technologies, but also contributes to the development 
of a more informed approach to the choice of technol-
ogies in the future [20, 21]. This also corresponds to 
the provisions of the development of absorptive capac-
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ity and the need to have prior knowledge for the correct 
assimilation of new ones. In addition, the capabilities 
of a tech stack significantly depend on the team that is 
involved in its development and optimization [21].

One of the most important problems that can arise 
from the incorrect use of technology or the use of 
untested technologies for digital products is the emer-
gence of “critical” errors that prevent the achievement 
of key product goals.

For example, the main indicator of the effective-
ness of a landing page is the conversion from a visitor 
to those who completed an application [24], and the 
interaction of consumers with the company’s website 
as a whole is an important part of the company’s rela-
tionship with its audience [25]. A landing page is a 
complex product that can have an arbitrarily complex 
front-end structure (everything that the browser can 
read, display and/or run) and a back-end, and behave 
differently depending on the environment in which 
it is tested, such as different phone operating system 
models, different brands, and different browser ver-
sions. All this, on the one hand, actualizes the desire 
of companies to introduce more and more new inno-
vations into their own tech stack, but, on the other 
hand, it leads to an increase in the risks of “critical 
errors.”

In this study, the result of the landing page tech 
stack is assessed precisely by identifying the pres-
ence or absence of “critical” errors, that is, those 
that do not allow users to complete the filling out of 
the questionnaire (for example, SMS does not arrive 
to confirm data, or the “next” button is not pressed 
to fill out a form, or after going to the State Ser-
vices portal and obtaining consent to use the data, 
this data is not saved and must be re-entered manu-
ally, etc.). Based on the above, we formulate the first 
research question:

– How does increasing the number of technolo-
gies in the tech stack affect the results of products (the 
number of errors)?

The use of newly emerging or simply rare technol-
ogies for the market requires time, human resources 
and specialization, and, ultimately, R&D costs to 

absorb and assimilate them. According to this study, 
we seek to determine whether there is a relationship 
between the number of unique technologies (which 
no one except this company or firm uses) and the 
number of errors; is there a negative relationship 
between the share of popular technologies (which are 
used by more than half of the agents under study) and 
the number of errors. Accordingly, two other research 
questions:

– How does the use of unique technologies affect 
the results of products (the number of errors)?

– How does the use of popular technologies affect 
the results of products (the number of errors)?

To study the tech stack, researchers and practition-
ers mainly offer a qualitative approach which is asso-
ciated with the analysis of each technology separately 
for the need for its use [20]. Despite the fact that this 
approach has certain advantages over quantitative 
research, it nevertheless requires serious human and 
time resources.

This study proposes an original quantitative 
approach to conducting an audit of a website’s tech 
stack, allowing one to assess the state of one’s own tech 
stack in comparison with similar companies, as well as 
identify technologies that could potentially influence 
the increase in the number of errors.

3. Quantitative approach

In order to assess the number of technologies used in 
the tech stack of banking websites, we chose the well-
known BuiltWith service, which collects and classifies 
the majority of known technologies on all registered 
domains since 2002, based on signals from the websites 
themselves about the use of a particular technology.

The choice of industry for the study was based on 
review in the most developed companies in terms of 
technology implementation. Banks were chosen as 
research objects, since the Russian financial sec-
tor is one of the leaders in digital transformation. 
“According to calculations by ISIEZ HSE Univer-
sity according to Rosstat, the digitalization index 
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of the domestic financial sector at the end of 2019 
reached a value of 34 and was second only to indus-
try (with an indicator of 36)” [26, p. 159], while “the 
internal costs of financial sector organizations for 
the creation, distribution and use of digital technol-
ogies and related products and services amounted to 
380.2 billion rubles, which corresponds to 8.9% of 
the gross added value of the sector, leaving all other 
sectors of the economy and social sphere far behind 
in these most important indicators” [26, pp. 159–
160]. According to the results of the FINIX study 
by Yakov and Partners (the former Russian division 
of McKinsey) in March 2023, “large Russian banks 
successfully survived the shocks of 2022 and main-
tained global leadership in terms of digitalization” 
[27]. Banks are therefore a particularly interesting 
sector from a tech stack research perspective.

Banks were selected for the study based on asset 
indicators [28], after which requests were sent to 
check the technologies used with the help of the 
above-mentioned Built With service. Some banks did 
not provide permission to the service robots to record 
technology; therefore, only those banks for which 
data was available were included in the final list.

The collected lists of technologies found on the 
main sites and subdomains were transferred to Excel 
spreadsheets and analyzed. The number of technolo-
gies was calculated for each of the standard rubricators 
of the service, then the total number of technologies 
used by the bank was calculated, as well as the num-
ber of non-repeating technologies in the stack of each 
bank, the share of unique technologies in the stack 
(the number of technologies, that is, used by only one 
bank from the list to the number of non-repeating 
technologies used by this bank), “rare” technolo-
gies in the stack (the number of technologies used by 
only 1–2 banks from the list to the number of non-
repeating technologies used by this bank), “popular” 
technologies in the stack (the number of technologies 
used by the majority, that is, more than 6 banks from 
list to the number of non-repetitive technologies used 
by this bank) [29].

To assess the performance of the sites, the pro-
cess of filling out online applications for banking 
products to obtain bank approval was studied. The 
screen of a mobile phone or computer was recorded. 
Next, for the purposes of our study, we counted the 
cases of critical errors occurring when filling out the 
questionnaire (which should not have occurred). We 
called critical errors when the user could not continue 
filling out the form (for example, the SMS does not 
arrive to confirm the data, or the “next” button is not 
pressed to fill out the form, or after going to the State 
Services portal and obtaining consent to use the data, 
this data is not saved and they must be entered again 
manually, etc.). In 2021–2022, materials were pub-
licly published based on this study, which took into 
account the number of errors recorded by research-
ers. Most of the banks studied had signed agreements 
providing for a detailed review of the application pro-
cess and review of errors. There has not been a sin-
gle precedent when a bank challenged a factual error 
recorded and recorded on the screen of a smartphone 
or computer. Links to public materials are provided in 
Appendix.

A non-parametric Spearman test was then applied 
to look for a correlation between the above tech stack 
metrics and the percentage of errors encountered when 
filling out online questionnaires.

4. Results

At the time of the study on June 1, 2022, 12 domains 
and 595 subdomains of the studied banks were avail-
able for verification (Table 1).

After grouping by technology type in accordance 
with the classifier proposed by the BuiltWith service, 
529 non-repeating technologies were discovered, col-
lected in 25 groups, which were used by banks 2189 
times (Table 2). The leaders in terms of the number 
of uses by banks include the following technologies: 
JavaScript Libraries and Functions (622 times); Ana-
lytics and Tracking (209 times); Frameworks (190 
times). The technologies are used the greatest num-
ber of times in Tinkoff, Alfa-Bank, Otkritie Bank, the 
least in Rosbank, SMP Bank and Gazprombank.
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Table 3 for each bank calculates the total num-
ber of unique (used in only one bank), rare (used in 
two banks or less) and popular (used by more than six 
banks) technologies.

The largest number of unique technologies was 
discovered in Alfa-Bank (54 technologies), which is 
22.6%, and Tinkoff, which is 30.4%.

The number of detected and recorded errors when 
filling out online applications for banking products 
was 25 out of 216 surveyed questionnaires (12%). The 
frequency of errors per questionnaire for each bank is 
shown in Table 4.

To detect the relationship between tech stack indi-
cators and errors, the following indicators were calcu-
lated by bank:
a) the total number of technologies used;
b) the number of non-repetitive technologies;
c) the share of unique technologies in the bank’s stack 

(unique – that is, used only by this bank from the 
list of studied banks);

d) the share of “rare” technologies (that is, used in 1–2 
of the banks studied);

e) the share of “popular” technologies (that is, used in 
more than half of the banks studied).

Table 1.

Researched banks, domains and subdomains

Bank name Domain name Number of subdomains examined

Alfa-Bank ALFABANK.RU 100

BSPB BSPB.RU 25

Gazprombank GAZPROMBANK.RU 25

MKB MKB.RU 64

MTS Bank MTSBANK.RU 102

Otkritie Bank OPEN.RU 52

Raiffeisenbank RAIFFEISEN.RU 57

Rosbank ROSBANK.RU 36

Rosselkhozbank RSHB.RU 38

SMP Bank SMPBANK.RU 29

Sovcombank SOVCOMBANK.RU 30

Tinkoff Bank TINKOFF.RU 37

Total 12 595
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Table 2.
Identified technologies divided into groups  

within the Builtwith service
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Advertising 23 6 5 6 7 8 3 5 3 4 6 9 85

Analytics and Tracking 28 15 10 10 18 27 16 17 11 7 17 33 209

Audio / Video Media 2 1 1 2 5 4 1 4 20

Content Delivery Network 14 6 1 4 5 10 8 2 8 3 3 64

Content Management System 10 2 2 9 3 2 2 3 4 37

Copyright 2 3 1 3 1 3 3 1 1 18

e-Commerce 1 1 1 1 4

Email Hosting Providers 6 2 4 2 5 4 4 2 2 2 4 9 46

Frameworks 36 10 3 45 18 14 6 6 6 5 18 23 190

JavaScript Libraries  
and Functions 81 49 37 81 48 66 55 22 39 37 45 62 622

Language 1 1 1 1 1 4 1 1 1 1 3 1 17

Mapping 1 1 2 1 1 2 1 1 10

Mobile 30 9 8 14 11 13 27 6 8 10 7 9 152

Name Server 2 1 1 4 8

Operating Systems  
and Servers 6 4 2 2 2 2 1 1 1 3 2 26

Payment 7 4 4 8 6 7 3 6 4 2 6 13 70

Robots.txt 8 4 1 1 2 7 1 3 2 2 6 14 51

SSL Certificates 25 8 8 18 18 30 20 4 6 3 6 32 178

Syndication Techniques 3 1 2 6

Verified CDN 1 1 2

Verified Link 3 1 1 5

Banks and their  
main web  
domains

Technologies
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Table 3.
Analysis of technologies in tech stacks of bank websites

Banks 
 and their main  
webdomains

Number 
of unique 

technologies

Number  
of rare 

technologies

Number 
of popular 

technologies

Share  
of unique 

technologies

Share  
of rare 

technologies

Share  
of popular 

technologies

Alfa-Bank ALFABANK.RU 54 96 71 22.6% 40.2% 29.7%

BSPB BSPB.RU 22 33 68 16.4% 24.6% 50.7%

Gazprombank GAZPROMBANK.RU 7 18 49 7.3% 18.8% 51.0%

MKBank MKB.RU 20 30 55 16.3% 24.4% 44.7%

MTS Bank MTSBANK.RU 15 32 67 10.7% 22.9% 47.9%

Otkritie Bank OPEN.RU 25 44 68 14.5% 25.6% 39.5%

Raiffeisenbank RAIFFEISEN.RU 12 25 57 9.5% 19.8% 45.2%

Rosbank ROSBANK.RU 4 8 58 4.7% 9.4% 68.2%

Rosselkhozbank RSHB.RU 19 25 54 17.8% 23.4% 50.5%

SMP Bank SMPBANK.RU 6 12 43 8.2% 16.4% 58.9%

Sovcombank SOVCOMBANK.RU 22 34 71 16.2% 25.0% 52.2%

Tinkoff Bank TINKOFF.RU 51 76 61 30.4% 45.2% 36.3%
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Web Hosting Providers 9 4 3 1 6 4 4 1 50 82

Web Master Registration 1 2 3 1 2 4 1 2 2 2 20

Web Servers 13 16 8 1 15 19 9 1 4 8 6 18 118

Widgets 20 21 5 14 11 17 8 10 6 3 14 20 149

Number of technologies used 328 167 108 215 187 248 182 89 110 90 152 313 2189

Number of non-repeating  
technologies used 239 134 96 123 140 172 126 85 107 73 136 168 529

Banks and their  
main web  
domains

Technologies
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The results obtained are shown graphically in Fig. 1.

Based on the data presented in Fig. 1, we can con-
clude that the population of banks is heterogeneous in 
terms of rare or unique technologies; two banks with a 
higher number of unique technologies stand out signif-
icantly (see Table 4): this is Alfa-Bank (54 unique tech-
nologies) and the bank Tinkoff (51). They also stand 
out in terms of “rare technologies” – there are 96 of 
them at Alfa-Bank and 76 at Tinkoff Bank. The shares 
of “rare” (40% and 45%, respectively) and unique tech-
nologies (23% and 30%) are maximum for the stacks of 
each of these banks in comparison with the rest of the 
ones studied. At the same time, the share of technolo-

gies used by most banks in the stack of these banks is 
minimal for the sample (30% and 36%). That is, both 
banks stand out noticeably from the general population 
in terms of stack indicators.

At the next stage of analysis, to identify the relation-
ship, the nonparametric Spearman rank correlation 
test was calculated, which turned out to be insignifi-
cant for all selected groups within the entire population 
of banks (n = 12). However, after separating the two 
specified banks – Tinkoff and Alfa Bank – from the 
population (in terms of the number or share of unique 
technologies in the stack), for the rest of the banks 
(n = 10) a significant inverse correlation (p less than 

Table 4.
Frequency of errors detected during the study  

of online questionnaires of banks

Domain Number of applications filled Number of errors Frequency of errors

ALFABANK.RU 21 1 0.05

BSPB.RU 8 2 0.25

GAZPROMBANK.RU 21 1 0.05

MKB.RU 15 5 0.33

MTSBANK.RU 17 1 0.06

OPEN.RU 21 4 0.19

RAIFFEISEN.RU 21 4 0.19

ROSBANK.RU 21 0 0.00

RSHB.RU 21 5 0.24

SMPBANK.RU 8 1 0.13

SOVCOMBANK.RU 21 0 0.00

TINKOFF.RU 21 1 0.05

Total 216 25 12%

	66	 Ivan V. Solovyov, Viatcheslav A. Semenikhin, Sergey P. Kushch



BUSINESS INFORMATICS        Vol. 17         No. 4         2023

Fig. 1. Distribution of unique technologies by frequency of occurrence in the banks studied (n = 12):  
x-axis – how many banks use the same technology,  

y-axis – the number of such technologies in the bank.
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0.05) was found between the proportion of errors in the 
questionnaires and the share of popular technologies 
in the bank’s stack, and the same significant correla-
tion between the share of errors and the share of unique 
technologies in the bank’s stack (Table 5).

According to the results obtained, no statisti-
cally significant correlation was found between the 
increase in the number of technologies in the tech 
stack and the result of the product (number of errors). 
A similar result was obtained after removing two out-
lier banks (n = 10), and although the Spearman indi-
cator increased, the correlation did not reach the sig-
nificance level of 0.05.

The indicator of the share of unique technolo-
gies in the tech stack also did not show a significant 

correlation with the result of product performance 
(number of errors) for all banks (n = 12) but showed 
a significant correlation (p < 0.05) after removing two 
outstanding banks from the sample (n = 10). That is, 
the greater the share of unique technologies in the 
stack, the more likely it is that errors will appear on 
the landing page.

The share of popular technologies in the stack 
has an inverse correlation with the number of errors  
(p < 0.05) for the sample after excluding Alfa-Bank and 
Tinkoff Bank (n = 10) and may be a good indicator. In 
contrast to the uniqueness of the stack, we see that for 
most of the banks studied, the use of popular technolo-
gies is inversely related to the indicator of the quality of 
the site (the number of errors), and at the same time 

The influence of the breadth of the tech stack on the result of the digital product: А view through the theory of absorption capacity	 67



BUSINESS INFORMATICS        Vol. 17        No. 4        2023

can bring obvious benefits for the development and 
support of complex digital products without the use of 
rare technologies and rare specialists, obtaining pos-
sible savings in payroll and reducing the diversity of 
supported competencies in product development and 
testing.

5. Discussion

This study attempts to assess the impact of technol-
ogies included in the tech stack of banking websites on 
the performance of a given digital product, as an exam-
ple of the impact of absorptive capacity.

Table 5.
Indicators of technology distribution by studied domains  

and subdomains of banks, surveyed questionnaires,  
detected errors and correlations by group

Domain

Number  
of 

technologies 
used

Number  
of non-repeating 

technologies  
used

Share  
of rare 

technologies 
(2–)

Share  
of unique 

technologies 
(<2)

Share 
of popular 

technologies 
(7+)

Number  
of 

applications 
studied

Errors 
detected

Errors  
as a share  

of 
questionnaires

ALFABANK.RU 328 239 40% 23% 30% 21 1 0.05

BSPB.RU 167 134 25% 16% 51% 8 2 0.25

GAZPROMBANK.RU 108 96 19% 7% 51% 21 1 0.05

MKB.RU 215 123 24% 16% 45% 15 5 0.33

MTSBANK.RU 187 140 23% 11% 48% 17 1 0.06

OPEN.RU 248 172 26% 15% 40% 21 4 0.19

RAIFFEISEN.RU 182 126 20% 10% 45% 21 4 0.19

ROSBANK.RU 89 85 9% 5% 68% 21 0 0.00

RSHB.RU 110 107 23% 18% 50% 21 5 0.24

SMPBANK.RU 90 73 16% 8% 59% 8 1 0.13

SOVCOMBANK.RU 152 136 25% 16% 52% 21 0 0.00

TINKOFF.RU 313 168 45% 30% 36% 21 1 0.05

Spearman correlation 
(n = 12) 0.14 –0.10 0.01 0.23 –0.22 216 25 12%

Spearman correlation, 
without Alfa Bank and 
Tinkoff Bank (n = 10)

0.51 0.11 0.37 0.69 –0.63

Significance (n = 10) p < 0,05 p < 0,05
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Having studied the tech stack of sites for the num-
ber of technologies used in the tech stack and for the 
number of errors, a connection between them was 
not found, which is most likely due to the complex 
nature of technological development and the unique 
approaches of each individual bank to the selection and 
integration of technologies, which is consistent with 
previous studies, indicating that the success of innova-
tion absorption depends on factors such as the previ-
ous knowledge base [4, 6, 7, 9], absorptive capacity, 
employee competencies, company size, R&D invest-
ments [7, 14], organizational structures [4, 6], etc.

However, a moderate positive relationship was 
found between the share of unique technologies and 
the number of errors for ten banks, after excluding 
two outliers from the analysis. That is, the greater the 
share of unique technologies in the stack, the more 
likely it is that errors will appear on the landing page. 
In interpreting the result obtained, we draw attention 
to the fact that “stand-out banks” are an example of 
banks that have relied on the uniqueness of the stack 
they use (judging by the indicators of a high share 
of unique and rare technologies and a low share of 
“popular” technologies). Also, these banks are lead-
ers in the main technology ratings in the Russian 
market, such as MarksWebb [30], Banking Review 
[31], FrankRG [32], these banks have proven them-
selves in working with their unique stack and demon-
strate good business results. For banks that have not 
yet defined their unique stack, it is probably worth 
paying attention to the use of a quantitative approach 
to assessing the tech stack, as a prognostic indicator 
that allows you to quickly assess the degree of unique-
ness of the technologies used and possibly take meas-
ures to qualitatively reduce the unjustified diversity of 
technologies to reduce the number of errors. Addi-
tional benefits from reducing the number of unique 
technologies may include an advantage in the selec-
tion and recruitment of personnel (there is no need 
to search and test rare specialists), launch speed 
(reducing the stages of familiarization with the tech-
nology and maintaining competencies in the use of 
technologies unique to the market), and the absence 
of an “overpayment for the uniqueness” of a special-
ist, reducing the risk of finding a replacement for a 

unique specialist, the unpredictability of the behavior 
of new exotic technologies, etc.

A moderate negative relationship was also found 
between the share of popular technologies and the 
number of errors for ten banks, after excluding two 
outliers from the analysis. In addition to the finding 
that the number of unique technologies leads to an 
increase in the number of errors, it was found that 
for the majority of banks studied, the use of popu-
lar technologies is inversely correlated with the indi-
cator of the quality of website performance (number 
of errors), and at the same time can provide obvi-
ous benefits in terms of developing and maintaining 
complex software products without the use of rare 
technologies and rare specialists, obtaining possible 
savings in the wage fund and reducing the variety of 
supported competencies in product development and 
testing.

The results obtained during the study confirm the 
current discussion about the need to audit compa-
nies’ tech stacks [20, 21]. Using the proposed quanti-
tative approach will allow companies to determine the 
degree of uniqueness and popularity of a tech stack in 
their competitive environment and assume compara-
tive indicators of the risk of errors and formulate a 
qualitative plan for further optimization of the tech 
stack to retain only effective technologies that corre-
spond to the level of competencies of the company’s 
specialists.

Conclusion

In summary, this study continues and expands the 
debate on the development of absorptive capacity, 
contributes to the understanding of the limitations of 
absorptive capacity of companies and offers a quantita-
tive approach to audit the tech stack of company web-
sites.

Based on the results obtained, it can be assumed 
that the proposed quantitative approach will primar-
ily be applicable to those companies that have not yet 
identified their unique tech stack. The use of unique 
technologies can contribute to a greater number of 
errors, including in those companies that do not have 
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sufficient resources, such as team competencies and 
prior knowledge. In turn, the use of popular technolo-
gies, on the contrary, will contribute to fewer errors.

Significant directions for future research include 
retesting the developed quantitative approach on a 
large sample, as well as qualitative study of unique and 
popular technologies. Moreover, based on the mixed 
results obtained in relation to two prominent banks, 
digital leaders, a promising direction is to develop a 
factor model that characterizes the key factors that 
influence the assimilation and correct use of various 
technologies in their own digital products. A promising 
direction for further research is also the development 
of combined approaches to auditing the tech stack, 

including both quantitative and qualitative research. 
The development of such an approach should focus 
on maximizing the strengths of each of the combined 
approaches and minimizing the weaknesses.

Of course, this study has a few limitations. Thus, only 
the banking industry was considered; in the future, the 
proposed quantitative approach can be tested in many 
industries and a comparative assessment can be made. 
Another limitation is the small sample, primarily due 
to limited access to technology stack analysis by many 
banks. As another limitation, the approach of dividing 
technologies only according to indicators of uniqueness, 
rarity and popularity can be highlighted; however, in the 
future, other classifiers can be used for evaluation. 

Appendix.
Materials have been published that take into account the number of errors recorded by researchers

https://bosfera.ru/bo/dorabotat-mir-2
https://bosfera.ru/bo/na-potreby-publike-god-spustya
https://bosfera.ru/bo/rabota-nad-kreditkami
https://bosfera.ru/bo/vklad-v-druzhelyubie
https://bosfera.ru/bo/dorabotat-mir
https://bosfera.ru/bo/vybiraem-mir
https://bosfera.ru/bo/na-potreby-publike
https://bosfera.ru/bo/kreditnaya-karta-onlayn-trudnosti-i-luchshie-praktiki-bankov
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Introduction

The implementation of modern digital technol-
ogies in industry leads to a transition from mass 
production to mass customization, whereby 

the manufacturing of small-scale and individual prod-
ucts becomes predominant [1]. The basis of digital trans-
formation in industry is the use of advanced production 
technologies based on the industrial internet of things 
(IIoT), cyber-physical systems (CPS), digital twins and 
platforms, and artificial intelligence. In this regard, the 

requirements for enterprise management systems are 
changing in terms of adaptability of operational man-
agement and flexibility in configuring production chains 
not only at the level of enterprise, but also at the level 
of interaction between enterprises within the formation 
of networked business structures (network enterprises).

At the present stage, the organization of flexible pro-
duction is based on the use of cyber-physical systems, 
intelligent assets equipped with RFID and supported 
by Industrial Internet of Things technology, and cyber-
physical production systems (CPPS) which combine 
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individual assets into systems using digital twins and 
digital threads technology on the workshops, factories 
and supply chains levels [2–4].

The development of the Industry 4.0 modern produc-
tion technologies significantly changes the architecture 
of enterprise management systems and the time intervals 
for operational and tactical planning and process regula-
tion. First of all, the organization of digital production 
systems is characteristic of the level of management of 
individual equipment and production lines. At the same 
time, the spread of digital twin technology, implemented 
using multi-agent systems, to organizational entities that 
are participants in the value-added chain of networked 
enterprises, makes it possible to modernize manufactur-
ing and business process management systems.

Existing digital twin systems, described in [5–7], are 
mainly focused on displaying the state of objects in the 
physical and/or virtual world with the organization of 
access to this information to all stakeholders involved in 
real manufacturing or business processes of the enter-
prise or managing these processes. Digital twins also 
allow for simulation of manufacturing and business pro-
cesses to optimize the use of enterprise resources [8–10].

To improve the efficiency of production systems, 
the concept of an industrial agent is being actively 
developed. This is understood as “an autonomous and 
self-sufficient cyber-physical entity that represents the 
functionality of one or more industrial assets and man-
ages them, providing permanent or temporary physical 
communication in order to perform functions and pro-
cesses” [11]. The autonomy of industrial agents means 
their ability to respond to events arising in the external 
environment, making decisions and their execution. 
The construction of such production systems is based 
on the use of intelligent technologies associated with the 
development of dynamic multi-agent systems.

To integrate participants in network enterprises, the 
issues of creating and using digital platforms and con-
nected intelligent agents come first. This should ensure 
the implementation of the principles of decentralization 
of management, vertical and horizontal integration of 
manufacturing and business processes, rapid reconfigu-
ration of production chains and increased reliability of 
the entire production system [ 3, 4, 12].

From a technological point of view, the digital plat-
form is a set of software services united by a common 
software environment to implement various functions of 
creating and operating a business ecosystem and indi-
vidual network enterprises [13].

The work [14] summarizes the experience of using 
digital platforms at various industrial enterprises in Ger-
many and Japan, thanks to which the authors propose a 
classification:

	♦ The cloud platform implements, using cloud services, 
centralized collection and processing of manufactur-
ing companies’ data, which is processed for the pur-
pose of timely diagnosis of deviations from plan and 
long-term performance forecasting of the produc-
tion structure. Open cloud platforms operate for the 
entire business ecosystem, while closed cloud plat-
forms operate only for participants in individual digi-
tal or networked enterprises.

	♦ The edge platform extends the cloud platform with 
computing infrastructure deployed locally at remote 
sites corresponding to production assets such as 
equipment, production lines, workshops and facto-
ries. In this regard, the collection and primary pro-
cessing of data is carried out at remote sites in a 
closed mode, and summarizing information and 
making centralized decisions is possible in an open 
cloud environment.

	♦ The brokerage platform (market place) takes on the 
functions of organizing the interaction of enterprises 
with each other in terms of selecting the best business 
partners according to various criteria, and plays the 
role, in the simplest case, of a trading platform. Inter-
mediary (brokerage) platforms usually have an open 
nature of forming a business ecosystem.

	♦ A hybrid platform allows us to combine the function-
ality of different types of digital platforms for different 
types of business models of networked enterprises.

The choice of the digital platform type is closely 
related to the choice of the business model type of 
the production system, which determines the pattern 
of interconnected material, information and financial 
flows from the perspective of the overall digital trans-
formation strategy, taking into account technological 
and resource limitations [15]. As a rule, this choice is 
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one-to-one, that is, the business model determines the 
requirements for the digital platform, and the digital 
platform sets restrictions on the implementation of the 
business model.

In [16], a generalized classification of business mod-
els for Industry 4.0 systems is given, according to which 
the following are distinguished: the industrial internet 
of things platform model, the value-adding services in 
operation model, the brokerage platform model, and 
the data trustee model. In [15], a multi-criteria model 
for choosing the type of business model was proposed, 
considering the network effects obtained, factors of 
the company’s digital maturity, commercial risks and 
information security risks.

In principle, one enterprise can use different types 
of business models (BM) depending on the charac-
teristics of the type of value-added chain and the life 
cycle stage of the products and/or services provided 
[17]. Consequently, the features of the enterprise’s 
operating environment determine the requirements for 
building a business model, and the business model can 
radically transform the corresponding manufactur-
ing and business processes using a certain application 
scenario of digitalization (use of digital technologies) 
[18]. Thus, types of digital platforms, types of business 
models and application scenarios of digitalization turn 
out to be highly interrelated, influencing each other.

At the same time, the implementation of modern 
digital technologies in the functioning of industrial 
enterprises remains an insufficiently researched area 
that requires generalization of the accumulated expe-
rience in the practical application of production tech-
nologies and the formation of a methodology for jus-
tifying the choice of certain application scenarios of 
digitalization in connection with the choice of types of 
business models and digital platforms.

The Plattform Industrie 4.0 AG2 (R&D Working 
Group) [19] generalized the practice of using digital 
platforms to organize manufacturing and business pro-
cesses and proposed promising application scenarios 
for new projects of the digital transformation of enter-
prises. Based on the selected application scenarios, it 
is possible to build test benches on which it is possible 
to test various operating modes of enterprises. Similar 

work on the formation of standard scenarios of digitali-
zation was carried out by the Smart Service Welt work-
ing group [20, 21] and in the approach to creating test 
benches of the Industrial Internet Consortium (IIC) 
[22], which allow for testing the proposed use cases for 
application scenarios, exploring promising technology 
development scenarios and forming standardization 
requirements. 

A comparison of the listed approaches showed a very 
strong overlap in the content of the considered aspects 
of digitalization in the application scenario based on an 
analysis of the value of the collected operation data of 
assets, and the scenario for ensuring the transparency 
and adaptability of the supplied products. At the same 
time, the approach to building application scenarios 
in the concept of the Platform Industry 4.0 project is 
more complete in terms of implementing processes for 
all main types of manufacturing and business processes 
at various life cycle stages. Therefore, in the future, this 
approach will serve as the basis for studying application 
scenarios of digitalization for various types of business 
models and digital platforms.

The accumulation of experience in the implemen-
tation of business models, digital platforms and appli-
cation scenarios of digitalization and its generalization 
in the form of reference models makes it possible to 
organize a knowledge-based system [23], which would 
make it possible to select appropriate scenarios and 
business models for the digital transformation of enter-
prises based on qualitative criteria, with the need to 
combine and adapt them to the operating conditions 
of a particular enterprise and calculate direct net-
work effects from the application of selected scenarios. 
Moreover, all tasks are solved by constructing an ontol-
ogy of digital transformation of enterprises, and the last 
task is based on the use of a combination of activity-
based costing of performing manufacturing and busi-
ness processes, and cash flow analysis to assess ROI in 
digital transformation. In accordance with the problem 
statement presented here, the article aims to develop 
methods and models for substantiating a scenario for 
the digitalization of manufacturing and business pro-
cesses of enterprises, taking into account the choice of 
the type of business model and digital platform.
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1. Methods for substantiating  
scenarios for digital transformation  

of an enterprise’s manufacturing  
and business processes

From an architectural point of view, the transforma-
tion of enterprises based on digital technologies is car-
ried out at several architectural levels [24, 25]:

	♦ business organizations – identification of stakehold-
ers, their vision of digital transformation, declared 
values, goals and objectives of the enterprise’s digi-
talization; 

	♦ user participation – defining a sequence of activities 
involving users that provide the necessary function-
ality to achieve the capabilities of the digital produc-
tion system;

	♦ functional requirements – identifying the functional 
components of a digital production system, deter-
mining their structure and relationships, interfaces 
with the external environment;

	♦ implementations – the use of technology to imple-
ment functional components, their communication 
patterns and life cycle procedures.

This article proposes methods for substantiating the 
digitalization of manufacturing and business processes 
of an enterprise which are determined by the interre-
lated choice of an application scenario of digitaliza-
tion, the type of business models and the type of digi-
tal platform and it provides requirements for a digital 
production system at the level of business organiza-
tion and user participation. The relationship between 
application scenarios of digitalization, types of busi-
ness models and types of digital platforms is presented 
in the table of correspondence between the compo-
nents of digital transformation of enterprises (Table 1), 
which is based on [14, 16, 19].

Examples of the implementation of application 
scenarios of digitalization based on the use of various 
types of business models and digital platforms in prac-
tice are reflected in works [26–31].

The proposed methodology for substantiating the 
digital transformation of enterprises is implemented 
within the framework of the created knowledge-based 

system and includes the consistent application of the 
following methods:

	♦ Carrying out ontological engineering and analysis 
of the applicability of various application scenarios 
for the digitalization of manufacturing and business 
processes to the operating conditions of a particular 
enterprise as a result of which application scenarios 
of digitalization, types of business models and types 
of digital platforms that make up specific use cases 
are selected for various types of value chains.

	♦ Perform an economic analysis of the applicability 
of selected use cases as a combination of applica-
tion scenarios, business model type and digital plat-
form type, based on the calculation of direct net-
work effects for all parties involved.

When performing the stage of ontological engineer-
ing and analysis, it is proposed to reflect in the ontol-
ogy of digital transformation of enterprises the types 
of processes within value-added chains and scenarios 
for their digitalization [19, 22, 32], types of business 
models [16, 17], types of digital platforms [14], factors 
for the need for digital transformation of manufactur-
ing and business processes and factors for the choice of 
types of business models [15].

When describing application scenarios for digi-
talization of enterprises, it is necessary to define such 
main sections as [19, 22, 32]: stakeholders in digital 
transformation (actors); their roles in the transforma-
tion process; for each role, a vision of their implemen-
tation; key values and experience that the actor receives 
as a result of the implementation of the scenario; fun-
damental capabilities that characterize the features of 
ongoing innovations from the perspective of imple-
mented technologies.

The basis for constructing an ontological represen-
tation of the type of business model and the type of 
digital platform is the framework for constructing a 
business model of St. Gallen [14–17, 33], which dis-
tinguishes the following main categories:

	♦ participants in manufacturing and business pro-
cesses, and their roles;

	♦ value proposition at the output of processes, the 
result of the process;
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	♦ value chain, which determines the characteristics of 
the implementation of key work and the interaction 
of process participants;

	♦ revenue mechanism that determines cash flows 
between process participants that create value for 
process consumers, as well as possible cost savings 
on work.

In addition, for digital platforms such additional 
characteristics are specified as [14]:

	♦ features of concluding business contracts;
	♦ description of key business model innovations 

(description of changes in the business model, qual-
itative characteristics of network effects);

	♦ features of information security.

To carry out ontological analysis, the ontology of 
digital transformation of enterprises can be used in two 
modes:

	♦ in reference mode, when any ontology category can 
be displayed to the decision maker for study with the 
necessary detail of properties and relationships;

	♦ in the mode of selecting and justifying the use of 
certain components of digital transformation: appli-

Table 1.

Correspondence of components of digital transformation of enterprises

Value-added chain 
processes Application scenario of digitalization Business  

model type
Digital  

platform type

Product life-cycle  
management

IPD – value-added chain “Innovative Product Development,”  
creating a concept and designing a product

Data trustee Cloud platform

SP2 – value-added chain “Smart Product Development for Smart  
Production,” full cycle of development of intelligent products

Data trustee; 
IIoT platform model

Cloud platform

Production  
system life-cycle  

management

SPD – value-added chain “Seamless and dynamic plant engineering,” 
organization and equipment of the factory (workshop)

Value adding  
services in operation

Edge platform

AF – value-added chain “Adaptable Factory,” management of production 
resources in the manufacturing process

Value adding  
services in operation

Edge platform

Supply chain  
management

OCP – value-added chain “Order-Controlled Production,” managing  
the distribution of a common pool of resources between value chain  
participants

Value adding  
services in operation

Brokerage platform
(marketplace)

Cloud platform

SAL – value-added chain “Self-organizing Adaptive Logistics,”  
logistics routing

Value adding  
services in operation

Brokerage platform
(marketplace)

Cloud platform

Service 

VBS – value-added chain “Value-Based Services” IIoT platform model Cloud platform

TAP – value-added chain “Transparency and Adaptability of delivered  
Products,” management and trusted access to product data

Data trustee Cloud platform
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cation scenarios, types of business models, types of 
digital platforms separately and in conjunction with 
each other from the perspective of various aspects 
and their combination when building value-added 
chains.

	♦ In the second case, the query specifies the basic 
parameters of the enterprise, such as the type of 
enterprise, the type of production system, the char-
acteristics of the product being manufactured, the 
life-cycle stage, and the proposed types of trans-
formed manufacturing and business processes. Rec-
ommendations are provided in the corresponding 
responses to queries.

For the level of architecture of the digital produc-
tion system, which characterizes the implementation 
of application scenarios of digitalization, the ontology 
of digital transformation of enterprises is expanded by 
describing the points of view on the use of the scenario 
from the position of each of the participants.

The description of the point of view covers a descrip-
tion of the type of activity associated with the applica-
tion scenario use, which in turn includes the condi-
tion for its execution, the results obtained, restrictions 
and descriptions of the sequence of tasks (works) per-
formed.

Based on such a detailed presentation of application 
scenarios, it becomes possible to carry out the second 
stage of the methodology for substantiating the enter-
prise’s digital transformation, associated with an eco-
nomic analysis of the possibility of implementing the 
scenario.

The essence of economic analysis comes down to 
assessing the network effect for each participant in 
network interaction according to the selected appli-
cation scenario of enterprise digitalization. The effect 
of an individual participant is defined as the differ-
ence between the income received from the provi-
sion of services in the value chain and the costs asso-
ciated with payments for the use of services provided 
by other participants in the value chain and the costs 
of performing the work themselves. The income and 
costs of each participant in the value chain are calcu-
lated on the basis of known payment items recorded 

in the “revenue mechanism” section of the ontological 
description of the type of business model (type of digi-
tal platform). The costs of performing their own work 
by each participant in the value chain are calculated 
using the method of activity-based costing for a set of 
tasks performed for each type of activity. In the same 
way, one-time costs for creating a digital platform and 
organizing manufacturing and business processes can 
be calculated. The method of economic analysis of the 
effectiveness of implementing an application scenario 
is discussed in detail in the corresponding section tak-
ing the example of two options for using a VBS appli-
cation scenario.

2. Ontological model  
of digital enterprise transformation

Using the ontology of digital transformation of 
enterprises to create a knowledge-based system (KBS) 
that allows us to form business models and application 
scenarios for their use in specific digital enterprises 
provides the solution to the following tasks:

	♦ Firstly, the ontology allows you to define a classifi-
cation of typical business models, digital platforms 
and application scenarios according to which any 
digital enterprise can formulate appropriate require-
ments for its architecture.

	♦ Secondly, in accordance with the ontology, consult-
ing companies can accumulate knowledge bases of 
real precedents for using models of digital transfor-
mation of enterprises which can be selected by anal-
ogy and adapted to the operating conditions of spe-
cific digital enterprises.

The interaction scenario between the user and KBS 
is shown in Fig. 1.

One of the key elements of KBS is the digital trans-
formation ontology based on the principles of con-
structing a design ontology [34] and reflecting meth-
ods and models for designing components of a digital 
transformation option (such as a business model, a 
type of digital platform and an application scenario of 
digitalization) of a networked enterprise focused on 
the implementation of the Industry 4.0 concept.
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The user, through the interface, generates a query 
to KBS to select components of the digital transfor-
mation option and receives a response from KBS 
accordingly.

The search service selects components of the digital 
transformation option that correspond to the current 
problem situation defined by the user of KBS using the 
digital transformation ontology.

A knowledge-based system allows you to effec-
tively accumulate and systematize the best experi-
ence of digital transformation projects in a repository 
that stores typical digital transformation options and 
specific implementations of application scenarios of 
digitalization.

The decision support module implements a qualita-
tive and cost analysis of digital transformation options 
selected from the repository according to [35].

Let us consider the ontological model of digital trans-
formation of a networked enterprise in more detail.

The key concepts of the digital transformation 
ontology are the traditional business entities of the 
business modeling ontology [36]: Enterprise, Prod-
uct, Life-cycle Type and Life-cycle Stage, Strategy, 
Business Process, Business Model class, Roles, their 
Tasks, Risks, Costs, Value Propositions, and place in 
the Value Chain, the Revenue Mechanism as a whole. 
Along with this, for the purposes of KBS, the concepts 
of the domain of the Industry 4.0 are integrated into 
the ontology: digital platform, business model type, 
application scenario and its types according to [19].

The developed structure of the digital transforma-
tion ontology is divided conditionally for clarity into 
two parts, respectively related to the choice of the type 
of business model (Fig. 2) and the choice of an applied 
scenario of digitalization (Fig. 3).

Fig. 1. Interaction between the user and the knowledge-based system  
to justify the option of digital transformation of the enterprise.
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Fig. 2. Digital transformation ontology (part “Selecting a business model type”).
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To justify the choice of the type of Industry 4.0 
business model (type of digital platform), interre-
lated descriptions are specified that determine the 
correspondence of the characteristics inherent to the 
organization (corporate strategy, manufactured prod-
ucts and production system) and the characteristics of 
a possible business model (the required level of digi-
tal maturity, possible risks, network effects by digital 
transformation) (Fig. 2). Further actions of the KBS 

user allow you to select an option for the type of busi-
ness model that meets the parameters of a specific 
organization [15].

The selected type of business model characterizes 
the way of organizing the functioning of a network 
enterprise based on a digital platform which can be 
detailed using typical application scenarios of digi-
talization [28, 30] (Fig. 3). The selection of applica-
tion scenarios of digitalization tied to a specific type 

Fig. 3. Digital transformation ontology (part “Selecting an application scenario”).
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of business model and including a description of roles, 
income and cost structure, and a set of tasks to be per-
formed is carried out based on the execution of stand-
ard queries to the KBS repository.

The main entity for describing an Application Sce-
nario is an Application Scenario Role, the description 
of which includes a number of characteristic attributes:

	♦ a typical Role performed within a specific Applica-
tion scenario;

	♦ the peculiarity of the Role’s participation in the 
Value Chain;

	♦ Value proposition offered by the Role;
	♦ Value proposition related Income;
	♦ investment and operational Costs borne by the par-
ticipant in the networked enterprise performing the 
corresponding Role in the Application scenario 
(including those associated with receiving value 
from another participant);

	♦ specific Platform Activity in the field of design and 
operation of the platform that is related to the activi-
ties of the corresponding Role;

	♦ Commercial risks and Information security risks 
associated with the activities of the Role in the 
Application Scenario.

Typical requests are a reference to a description of 
application scenarios for using business models from 
an ontological knowledge base and the selection of 
specific application scenarios based on various charac-
teristics that are of interest to stakeholders in the crea-
tion of networked enterprises.

With the further development of KBS, along with 
standard application scenarios, new application sce-
narios can be entered into the knowledge base, reflect-
ing the best experience of the enterprise, including a 
problem situation description and the generated activ-
ity model. At the same time, concepts and instances 
are created that correspond to the description of the 
activity, problem situation and other elements of the 
application scenario. After this, relationships are 
established between the special application scenarios 
created and the existing standard application scenar-
ios. In this way, the knowledge base can be regularly 

updated with up-to-date knowledge about effective 
ways to digitally transform an enterprise and organize 
value-added chains based on modern business models 
and digital platforms.

3. Economic model  
for substantiating the application scenario  
of digitalization of a networked enterprise

Justification of the feasibility of implementing vari-
ous options for the structural organization of manu-
facturing and business processes formed on the basis 
of the type of business model, type of digital platform 
and application scenario of digitalization requires a 
quantitative economic analysis proving the possibility 
and effectiveness of their implementation. As a method 
for assessing the option of digital transformation of a 
networked enterprise, it is proposed to use the NPV 
(net present value) method, which allows you to link 
together all cash flows of different time periods and 
determine their total value at the current time [37, 38]. 
The purpose of applying the NPV method is to decide 
whether the parent enterprise and potential partici-
pants should invest in the organization of a networked 
enterprise.

Unlike a traditional enterprise, which independently 
invests in organizing its manufacturing and business 
processes, a networked enterprise requires minimal or 
no initial investment from all its participants. Invest-
ments are made from stakeholders depending on their 
goals in the value network and resource capabilities. 
This reduces the barrier to entry for many participants 
in the business ecosystem.

In general, to organize any application scenarios 
of digitalization in a networked enterprise, invest-
ments are required primarily in the creation of a digital 
platform, software services and agents interacting on 
the platform from the platform operator, service pro-
vider and service developer, respectively. The use of 
any implementation options for application scenarios 
generates a periodic cash flow for each participant in 
the value-added chain, which includes incoming and 
outgoing payments of the enterprise and its internal 
expenses.
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The decision on the participation of a potential par-
ticipant in the networked enterprise is made based on 
calculating the total NPV value for all its roles, which 
must be above a certain threshold value:

                     i = 1, …, k,	 (1)

where NPVi  – net present value for i-th participant in 
the networked enterprise;

NPVij – net present value for j-th role of i-th partici-
pant in the networked enterprise

ri – number of roles of i-th participant in the network 
enterprise;

k – number of the networked enterprise participants.

The main roles of participants in networked enter-
prises can be defined as follows [19]:

	♦ Manufacturing Company;
	♦ Equipment Supplier;
	♦ Platform Operator;
	♦ Service Provider;
	♦ System Integrator;
	♦ Service Developer;
	♦ Platform Developer.

A networked enterprise usually includes a parent 
enterprise, most often with the role of a Manufacturing 
Company, which becomes the initiator of the project. 
It is engaged in the formation of orders for participants 
in the networked enterprise with the above roles. A 
networked enterprise, as a rule, is formed on the basis 
of a business ecosystem that has a digital platform.

The NPV value of one potential participant in the 
networked enterprise for each role in the value-added 
chain is determined by the formula:

           	 (2)

where ICj – initial investment for the j-th role of a par-
ticipant in the networked enterprise;
СFjt– cash flow of the t-th period (in a certain year) for 
the j-th role of a participant in the networked enter-
prise; 

sd – discount rate;
sd – number of periods of existence of the network 
enterprise.

Cash flow is calculated for each year of existence of a 
networked enterprise as the difference between income 
from payments from other organizations and costs, 
including payments to other organizations, internal 
expenses and risk costs. It must be economically prof-
itable for each potential participant to join a networked 
enterprise.

The assignment of roles to participants in a net-
work enterprise is carried out in accordance with the 
application scenario of digitalization, for which its own 
characteristic set of value-added chain roles is deter-
mined depending on the focus of use, for example, on 
product management processes, on production system 
management processes, on supply chain management 
processes or on service processes. At the same time, as 
part of the implementation of an application scenario, 
an enterprise can perform several roles, or many enter-
prises can participate in one role.

In the future, we will consider the formalization 
of the economic model for justifying the application 
scenario of digitalization using the example of the 
applied scenario “value-based service” (VBS) [28]. 
The essence of the application scenario is that a Manu-
facturing Company rents machines from an equipment 
supplier that can operate using IIoT technology and, if 
necessary, be created to individual requirements. The 
Software Service Provider supplies software services 
to the platform which are operated by the Platform 
Operator. The Platform Operator receives data from 
the manufacturing enterprise machines connected to 
the digital platform in three ways and offers services to 
the parent enterprise based on the received data. The 
services consist of an analysis of the received data fol-
lowed by the formation of recommendations from the 
Platform Operator or Software Service Provider. In 
addition, the data may be transferred to the Software 
Service Provider for the development of new or updat-
ing existing software services. In this implementation 
of the application scenario, each role corresponded to 
one enterprise (Fig. 4).
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Fig. 4. The process of performing a service for collecting and analyzing of equipment operation data. 

In another implementation of the VBS application 
scenario, the parent enterprise organizes its own digital 
platform, which allows it to control access to platform 
and software services. In this case, the parent com-
pany refuses to outsource work with the platform and 
assumes the role of Manufacturing Company and Plat-
form Operator.

The decision to outsource digital services may be 
driven by the following factors:

	♦ insufficient own financial and/or material resources 
to carry out certain business processes;

	♦ insufficient motivation of the enterprise, for exam-
ple, some business processes are not a priority for 
the enterprise, and their implementation can lead 
to a decrease in the rate of productivity of the main 
processes;

	♦ the presence of restrictions, for example, related to 
confidential information, the leakage of which will 
lead to loss of competitiveness in the market.

In accordance with [28], the application scenario 
identifies work related to the organization of the plat-
form and network enterprise which require initial 
investments from the following main roles of par-
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ticipants in the network enterprise: Platform Opera-
tor (PO), Service Provider (SP), Equipment Sup-
plier (ES), Manufacturing Company (MC). The list 
of works and their distribution by network interaction 
participants is presented in Table 2.

The calculation of the total cost of initial investment 
(ICi) for each role of the VBS application scenario can 
be represented as the summation of all types of costs 
under a specific role:

                        i = 1, …, k,	 (3)

where aij – table element of i-th type of initial invest-
ment and j-th role of the application scenario; 

N – number of cost types;

k – number of application scenario roles.

The use of application scenarios of digitaliza-
tion leads to a change in the value-added chain and, 
accordingly, a new structure of costs and income for 
each of its participants. This is because there is a dis-
tribution of risks in the activities of a networked enter-
prise, fixed and variable costs between participants, 
as well as the emergence of new items of income and 

costs which depend on the performed roles of the par-
ticipant in the value-added chain and the application 
scenario itself.

Thus, the changed structure of costs and income of 
the annual cash flow (CFi) for each participant in the 
networked enterprise can be determined by the for-
mula:

          CFi = DPi + DNi – SPi – VZi, i = 1, …, k,	 (4)

where k – number of enterprises participating in the 
application scenario of digitalization;

DPi – income from receiving payment for the services 
of i-th enterprise;

SPi – own payments for services provided by i-th enter-
prise;

DNi– indirect network effect of i-th enterprise;

VZ – internal costs of i-th enterprise, which are cal-
culated based on the application of the functional cost 
analysis method [39–41]. 

For a manufacturing company, the indirect effect 
is a reduction in costs for equipment repair and main-

Table 2.
Initial investments

Investments in installation  
and configuration of equipment

Roles

PO SP ES MC

Setting up the platform for the networked enterprise IDP

Service development IDS

Equipment development (custom requirements) IDE

Equipment rent IE

Product equipment manufacturing IPE

Connecting and setting up equipment ICN1 ICN2 ICN3
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tenance. For a software services provider, this means 
creating new services based on equipment operation 
data of a manufacturing enterprise which will lead to 
an increase in licenses. For the platform operator, this 
is a reduction in the costs of operating and support-
ing the platform due to an increase in the number of 
platform participants by increasing the attractiveness 
of the platform for networked enterprise participants 
through new software services and platform services. 
For the equipment supplier, this means reducing costs 
by reducing equipment downtime, since an increase 
in the number of production plants will make it more 
likely that the equipment will be rented.

In addition to the costs listed in Table 3, internal 
costs include fees for risk prevention activities. These 
fees may include the costs of analyzing and forecast-
ing risks, the costs of eliminating the consequences 
of unforeseen risks and the costs of insurance against 
selected risks.

For a manufacturing company in a networked enter-
prise, the following risks associated with operational 
failures can be identified: 

	♦ quipment; 
	♦ platforms (including restricting access to them); 
	♦ software services (including restriction of access to 
them); 

Table 3.
Cash flow for the year

Costs type (items of income/costs)
Roles

PO SP ES MC

Service fee S –S

Payment for platform services from the service provider SP –SP

Payment for platform services from the equipment supplier SE –SE

Equipment connection fee –CN CN

Equipment setup fee –F F

Payment of a license for the use of the application by the equipment operator –L L

Platform maintenance costs –PL

Costs of developing an application for the service –DA

Service development costs –DS

Equipment rental fee AE –AE

Payment for risk prevention activities –R
1

–R
2

–R
3

–R
4

Indirect network effect DN
1

DN
2

DN
3

DN
4
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	♦ failures in the supply of equipment for individual 
orders; 

	♦ incorrectly executed individual orders for equip-
ment; 

	♦ lack of need for the product among customers.

For a software service provider in a networked enter-
prise, the following risks can be identified: 

	♦ loss of the ability to deliver software services to the 
platform; 

	♦ refusal of the platform operator to provide a soft-
ware service due to lack of demand or the creation of 
a similar and competitive software service; 

	♦ impossibility of integrating custom-made equip-
ment and software services; 

	♦ identifying critical errors in the software service; 
	♦ leak of confidential data about processes and users 
of a software service.

For the platform operator in a networked enterprise, 
the following risks can be identified: 

	♦ refusal to work on the platform of the parent enter-
prise; 

	♦ inability to operate the platform due to lack of finan-
cial resources or technological problems; 

	♦ loss of reputation due to low-quality software ser-
vices; 

	♦ leak of confidential data about processes and users 
of platform services.

For the equipment supplier in a networked enter-
prise, the following risks can be identified: 

	♦ refusal to individually develop equipment; 
	♦ impossibility of integrating custom-made equip-
ment and software services; 

	♦ refusal of a manufacturing company to rent equip-
ment due to lack of demand or the creation of simi-
lar and competitive standard equipment.

In Table 3, the minus sign means payment for the 
service or internal costs; the absence of a sign means 
receipt of payment. The calculation of the cash flow 
value () for each role of the VBS application scenario 
can be represented as the summation of all types of 
costs under a specific role:

                       i = 1, …, k,	 (5)

where aij – table element of i-th costs type and j-th role 
of the application scenario of digitalization;

N – number of costs types;

k – number of application scenario roles.

Given that an enterprise can perform several roles 
when organizing a networked enterprise, the number 
of types of incoming and outgoing payments changes. 
Depending on what roles enterprises take on within the 
application scenario of digitalization, the structure of 
risk accounting changes, as well as the main types of 
operating costs in a networked enterprise, when pay-
ments are replaced by internal costs.

The proposed economic model to justify scenar-
ios for organizing manufacturing and business pro-
cesses of a network enterprise based on the NPV 
method and activity-based costing allows us to assess 
the attractiveness of a network enterprise for all its 
potential participants. Thanks to economic analysis, 
deciding on the implementation of application sce-
narios of digitalization to create a network enterprise 
becomes economically justified due to the provision 
of information about possible income, costs, risks 
and other factors associated with the value-added 
chain. The analysis allows us to evaluate for each 
enterprise and its corresponding roles the potential 
profit generated because of payments, direct and 
indirect network effects and internal cost savings, 
compare them with initial costs, and also determine 
the best option for implementing the application 
scenario of digitalization.

Conclusion

An analysis of the experience of implementing 
business models, digital platforms and application 
scenarios of digitalization at enterprises shows the 
need to develop ontological and economic methods 
for the formation and justification of the organi-
zation of manufacturing and business processes 
depending on the type and potential of participants 
in networked enterprises. Moreover, the ontologi-
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cal model of digital transformation should serve as 
the basis for the formation of variants of application 
scenarios of digitalization for their subsequent eco-
nomic justification.

The proposed method of ontological engineering 
and analysis of the feasibility of various application 
scenarios for the digitalization of manufacturing and 
business processes to the operating conditions of a 
particular enterprise involves mapping in the ontol-
ogy the classification of types of business models, dig-
ital platforms and application scenarios themselves in 
interrelation for various types of value-added chains.

The article identifies the main types of queries to 
substantiate application scenarios for the digitaliza-
tion of enterprises, which make it possible to select 
typical scenarios of digitalization based on individual 
or combinations of features that characterize the for-
mation of value propositions, obtaining competitive 
advantages and ensuring positive cash flows depend-
ing on the performed roles of participants in network 
enterprises. The computer implementation of the 
ontology in the OWL format also allows for refer-
ence queries on the implementation of certain types 
of application scenarios.

In the future, the ontology of digital transformation 
of enterprises we developed can serve as the basis for 
accumulating an ontological database of precedents 
for the implementation of application scenarios, busi-
ness models and digital platforms to search for the best 
practices of digital transformation and its adaptation to 
specific conditions.

Based on the economic analysis of network effects 
from the use of one or another option to construct 
an application scenario for the digitalization of 
enterprises, this article proposes the use of the NPV 

method, which determines investments in standard 
work preparing a digital platform for operation, as well 
as current income and costs in the form of mutual pay-
ments participants of network enterprises, considering 
the cost of performing internal work. From this point 
of view, the article defines the composition of income 
and cost items for a common application scenario to 
obtain value from the analysis of digital data. Com-
parison of the total network effect for various options 
for the role participation of stakeholders of a network  
enterprise allows you to select the best implementation 
of the application scenario. In the future, it is proposed 
to expand the method of economic analysis of options 
for constructing application scenarios by formaliz-
ing models for obtaining indirect network effects by 
expanding the number of participants in the business 
ecosystem.

The novelty of the proposed methods and models to 
justify options for the digital transformation of man-
ufacturing and business processes of enterprises lies 
in the formulation and solution of the problem of the 
interrelated choice of the type of business model, type 
of digital platform and application scenario depend-
ing on the nature of the enterprise. At the same time, 
the ontological model of digital transformation serves 
as the basis for the formation of applied scenarios for 
the digitalization of enterprises, the choice of which is 
clarified because of applying the model for calculat-
ing economic efficiency using the NPV and activity-
based costing methods. 
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Introduction

In the era of the 21st century, environmental 
preservation and sustainable development are 
no longer just topics of expert discussion or cur-

rent fashion. The environmental, social and govern-
ance (ESG) sustainable development specifications 
are rapidly evolving, driven by increasing demands 
from investors, regulators, and other stakeholders. 
The need for high-quality disclosures and better use 
of data and key performance indicators (KPIs) is 
expected to be critical for a company’s future. The 
imperative to build resiliency and sustainability has 
never been stronger; from the global push to reduce 
carbon emissions, the real impact of climate change 
on our lives, to the availability of funds to enable 
companies to meet their obligations and the techno-
logical advances that now support the ability to meet 
their ESG goals.

According to the UN’s [1], sustainable development 
is one that “satisfies the demands of our time without 
jeopardizing the chances of coming generations from get-
ting their resource requirements in future.” Since then, 
the discussion of sustainable development and corporate 
behavior has gained momentum, with demands for inno-
vative performance techniques, environmentally friendly 
company models and integrated reporting systems [2–4]. 
The Sustainable Development Goals (SDGs) advocated 
by the United Nations (UN), which establish the world’s 
goals and aspirations for 2030, are encouraged by respon-
sible corporate behavior, according to the 2030 Agenda.

Corporations play a crucial part in this process and 
may hold the key to success or the reason why this chal-
lenge fails [5]. Therefore, sustainability reporting has got-
ten a lot of attention from corporate management and 
national leadership during the last couple of years and 
numerous theoretical and empirical studies have been 
focusing on the sustainability reporting area. Companies 
are moving to go beyond financial performance in order 

economic and environmental goals. The study examines article frequency, source countries, authors, co-
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to drive business because of the shifting global environ-
ment. Company executives are becoming more aware of 
the need to incorporate environmental and social issues 
into their overall company strategy. Hence, the SDGs are 
being included into organisations’ thinking and report-
ing using integrated sustainability reporting, which has 
been described as a promising strategy for disclosing the 
business journey towards SDG achievement [6]. There-
fore, large, multinational corporations and international 
organizations now routinely report on sustainability. 
Leading standards in the industry, such as the Global 
Reporting Initiative (GRI), Science-Based Targets Ini-
tiative for Net Zero or TCFD for disclosures, have made 
companies report progress towards goals with underlying 
information harvested from various data points across 
their value chain. 

After extensive debate over the nature, constraints 
and challenges of integrating reporting, it has come to 
be widely acknowledged as one of the most important 
management and accounting developments across the 
corporate sector and other organizations, and it is getting 
wide acceptance across the globe [7, 8]. The International 
Integrated Reporting Council (IIRC) introduced inte-
grated reporting in 2011 with the goal of providing a suc-
cinct and comprehensive report on how an organization’s 
strategy, governance, performance, and prospects con-
tribute to the creation of sustainable value over the short, 
medium, and long term. 

For the purpose of creating non-financial reports, the 
Global Reporting Initiative (GRI) Guidelines and the 
Institute of Social and Ethical Accountability Standard 
(Accountability 1000, AA1000) have both been formed. 
Several organizations and businesses are using the widely 
accepted and implemented Guidelines for Sustainability 
Reporting standard established by the Global Report-
ing Initiative for presenting non-financial reports. How-
ever, in many low- and middle-income nations in Asia, 
Africa, and Latin America, there are a handful of firms 
or organizations that generate social and environmental 
reports. These non-financial reports increasingly need 
to be prepared by even medium- and small-sized firms 
due to the increased demand for them by national gov-
ernments and other international bodies for monitoring 
sustainable development growth of respective countries 
and the world. Nevertheless, challenges persist in sus-

tainable reporting, such as varying standards, limited 
resources, required skills, technology for interpreting 
diverse sustainability metrics and a lack of management 
support. Furthermore, disclosing environmental efforts 
might impact an organization’s market image, causing 
some with weak environmental performance to avoid 
reporting. The ESG framework, with multiple organi-
zations offering guidance and evaluation, lacks a uni-
fied structure due to the absence of mandatory stand-
ards. Instead, various organizations provide voluntary 
standards encompassing both quantitative and qualita-
tive disclosures. International guidelines offer overarch-
ing frameworks, focusing on areas and governance pro-
cesses for consideration. Rating agencies use data from 
self-disclosed and third-party ESG information to cal-
culate ratings, contributing to an organization’s score. 
According to [9], sustainability reporting is a sophisti-
cated information system that reflects the costs associ-
ated with the enterprise’s and organization’s sponsorship 
and charitable programs, as well as the costs associated 
regarding environmental and ecological conservation 
measures that affect the enterprise’s and organization’s 
shareholders, clients and regulators. According to [10, 
11], in order to allow stakeholders to objectively evaluate 
the enterprise’s or organization’s performance during 
the reporting period, the details provided in the report 
must be comprehensive to show the impact of their 
activities on the economy, environment and society. 
Using information technology to automate accounting 
operations is the most efficient approach for supplying 
financial and non-financial data. Information technol-
ogy is defined as the method utilized to store, process, 
transmit, secure and display information with the goal 
of enhancing activity efficiency. It is important to con-
sider the fact that the data is provided by the company’s 
accounting department when setting up an automated 
sustainability reporting system. As a result, they choose 
which primary sources will be used to create the reports. 
According to [9], social activity accounting is a series of 
activities with the goal of producing a report using data 
from primary accounting. Automation of accounting 
operations using information technology is the most 
efficient method of supplying accounting data [12]. It 
is crucial that a structured process to govern internal 
and external communications, including regulatory and 
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mandatory communications (e.g., SEC filings, CRA 
reports, 10-K forms) is in place to enable automated 
sustainability reporting system. As a result, they select 
the primary sources that will be combined to create the 
reports [13]. AI finds widespread use in sustainability, 
especially in operational aspects and diversity, equity, 
and inclusion (DEI) efforts. Additionally, AI assists bio-
diversity start-ups in safeguarding and restoring forests. 

The primary aim of this research is to look into schol-
arly work done within the academic realm around the role 
of information technology in sustainable development re-
porting and understanding the trajectory of development. 
This investigation also delves into the extent of this trend 
in middle- and lower-income countries. Given that the 
subject of “information technology’s impact on sustain-
able development reporting” is still relatively new, this 
study seeks to explore and analyze key inquiries outlined 
in Table 1 of the methodology section. This study has em-
ployed the Scopus Database as the primary resource for 
gathering information. The database was utilized to col-
lect data encompassing research articles, conference pro-
ceedings, reviews, book chapters and books related to the 
keywords “information technology” and “sustainable 
development reporting.” The data collected spanned the 
years from 1989 to 2023. Additionally, a bibliometric in-
vestigation was conducted, encompassing both descrip-
tive and network visualization analyses, using the data ex-
tracted from the Scopus database.

1. Literature review

As sustainability is being embedded into corporate 
strategy, ESG reporting is no longer a voluntary activity; 
it is becoming a strategic opportunity to transform their 
value chain to create competitive advantage.

The implications of this decision extend well beyond 
publishing an annual report or complying with manda-
tory regulatory requirements, such as the SEC’s forth-
coming climate disclosure rule or the European Union’s 
Corporate Sustainability Reporting Directive (CSRD). 
Companies can use this technology to gain insights into 
their supply chains, to spot methods for reducing a prod-
uct’s carbon footprint or to track progress on net zero 
targets. Over time, these efforts can potentially have a 
positive impact on financial performance. One impor-

tant step toward sustainability reporting in the EU is the 
Non-Financial Reporting Directive (2014/95/EU) [14] 
passed in 2014 and applied for the first time in 2017. In 
2021, approximately 11,700 large European public-in-
terest companies were required to publish a sustainabil-
ity report, formally labelled a “non-financial statement” 
[14]. However, a majority of lower-middle income and 
lower income countries either do not have a similar kind 
of regulatory framework or if they have something like 
this, it is poorly implemented and practiced. 

Regulatory bodies are recommending new climate-
related disclosures that will steer major transformations 
and conformity for uplifting the standard of disclosures 
that registrants make about climate-related risks, their 
climate-related targets and goals, their greenhouse gas 
(GHG) emissions and how the board of directors and 
management handle climate-related risks. The proposal 
would also require registrants to quantify the effects of 
certain climate-related events and transition activities in 
their audited financial statements. They are having major 
implications for businesses. There has been an increased 
rigor for process and controls related to GHG measure-
ment and reporting: to include risk assessment that looks 
into future impacts on strategy and outlook. Enhanced 
transparency about how the business plans to achieve cli-
mate-related goals and details about the specific govern-
ance model to drive towards those goals are increasingly 
being embedded in the corporate vision. The auditing re-
quirement of the financial statements has been expanded 
to include climate-related impact on Third-party assur-
ance of Scope 1 and Scope 2 emissions required. 

Generally, there has been a lack of research on sustain-
ability reporting and this can be attributed to difficulty in 
parsing unstructured data and the lack of standards for 
the disclosure. In 2021, the International Sustainability 
Standards Board (ISSB) was established to create a glob-
al baseline of sustainability-related disclosure standards. 
Along with that, regulatory authorities in countries are 
also introducing mandatory ESG requirements for cer-
tain types of companies. One of the explicit objectives of 
the ISSB is “to facilitate the addition of requirements that 
are jurisdiction-specific or aimed at a broader group of 
stakeholders” [15]. Despite making headway, ESG re-
porting remains a challenging subject. While mandatory 
disclosure might seem beneficial from an investor’s point 
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of view, there are costs associated with that. The key costs 
are the preparedness cost to gather the essential data, the 
proprietary cost of disclosing private information and the 
costs associated with litigation. On the other hand, vol-
untary disclosure gives firms the option to be selective 
with the information that is revealed, often painting an 
incomplete picture. ESG data providers play an impor-
tant role for the time being but face the same challenges. 

There is a wide range of governance structures and 
ESG owners vary from one company to another. They 
can include the general counsel office, chief sustainabil-
ity officer, investor relations, communications, etc. The 
data that goes into ESG reports comes from systems that 
are not SOX controlled, and this data is often disorgan-
ized. To meet reporting requirements, the quality of the 
information will need to be increasingly higher, where 
the entire value chain is involved to find data, process 
data, compile data, and control data, even if they are not 
subject matter experts in ESG. 

Given rapid regulatory changes, many companies are 
digitizing their sustainability data to better understand 
the current state across ESG metrics, risks and develop 
a robust reporting framework. It is critical to understand 
metrics reported today and anticipated future reporting 
needs (e.g., Scope 1,2,3 emissions, energy usage, water 
usage, waste, living wages, lost time incident rate, hu-
man rights violations, etc.) to define in-scope commu-
nication channels (e.g., ESG report, proxy and annual 
report, publicly disclosed investor presentation, etc.). It 
helps them understand expected insights to enable man-
agement to monitor the metric by validating data sourc-
es and collection processes (e.g., external vendor, inter-
nal, or a mix) for assessing performance. This approach 
ensures remediation planning and a roadmap for ESG 
processes while controlling deficiencies and enhance-
ments based on industry leading practices. Companies 
that look holistically at their external disclosures and 
align them to their corporate strategy, data and commu-
nications will achieve a competitive advantage. Hence, 
it is quite clear that due to evolution in the regulatory 
framework imposed by international agencies and coun-
tries, it has been imperative for both corporations and 
organizations, as well as technology providers to com-
bine, connect and link financial and non-financial view 
metrics into one holistic reporting. While going through 

different reports published by the concerned parties, it 
can be observed that many multinational companies 
operating in developed markets and technology consult-
ing companies are working on sustainability reporting 
in a systemic manner as opposed to what is observed in 
a majority of local companies of middle income, lower 
middle income and low-income countries. 

In the academic domain, research work on the role of 
information technology in sustainable development re-
porting is rather descriptive. Less than 300 serious pieces 
of literature have been indexed in the SCOPUS database 
from 1989 to 2023. However, since the last decade, re-
search work in this domain has been showing a good in-
crement, as companies all around the world are adopting 
sustainability reporting obligations as part of their opera-
tions to address stakeholder demands. Researchers and 
authors such as [16–22], underscored the role of corpo-
rate sustainable development reporting in companies and 
published their work concerned with this domain. It is 
similar in the area of socially and environmentally sus-
tainable development reporting which encompasses the 
non-financial reporting practice for both corporate and 
government organizations. A few researchers and acad-
emicians such as [23–26], focused on this area and pub-
lished serious literature. There are many other articles 
which have been published in the last decade, however, 
as per the urgency of the curbing climatic degradation 
for improving the condition of the economy, society and 
the environment, it is imperative to boost and strengthen  
research in information technology for developing  
viable and cost-effective tools for sustainable develop-
ment monitoring and reporting for companies, academic 
institutions and government bodies in the low and emerg-
ing economies. The present day challenge is to under-
stand how to go from commitment to action and master 
the complexity of your sustainable transformation. Var-
ious business sustainability programs at leading institu-
tions are helping organizations at every step of the way, 
from “Risk Identification & Assessment,” to “Policies, 
Framework, & Governance,” “Risk Reporting,” “Data 
& Technology Strategy and Planning of Execution and 
Management of Sustainable Reporting”. In a variety of 
company areas, look for prospects for sustainable busi-
ness models. Discover best practices from renowned, in-
ternational sustainability firms. Utilize the most up-to-
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date resources, frameworks, and technologies to place 
sustainability at the core of your company. With the assis-
tance of instructors, coaches, and peers, create your indi-
vidual sustainable transformation strategy.

2. Methodology

The Analytical Framework in the Methodology part 
serves as an analysis manual, making it easier for stu-
dents to comprehend the entire research process. Each 
step that must be taken for this investigation is described 
in this section. This research aims to conduct descriptive 
and bibliometric analysis in the area of research work on 
the development and the role of information technolo-
gy on sustainable development reporting. The research 
questions are listed in Table 1 alongside the justifications 
and analysis methods. In order to give scholars a better 
understanding of the development in connected subjects, 
the descriptive analysis gives general information on the 
annual production, annual citations, and performance 
of countries, journals, authors and keywords. Apart from 
descriptive analysis, Bibliometric analysis has also been 
employed. This is a quantitative method for assessing the 
bibliographic data in articles and journals. The method 
is frequently employed to look-into the references to sci-
entific papers that are cited in a journal, to map the jour-
nal’s scientific field and to categorize research articles by 
research area. It uses a scientific computer-assisted re-
view process to examine all the publications on a particu-
lar subject or area in order to find key authors or pieces of 
research, as well as their connections [27]. Bibliometric 
analysis is applicable to various research domains across 
multiple subject matter by deploying various search ap-
proaches and data analysis algorithms. The bibliometric 
analysis’s findings are then provided, including the co-
author, co-word and bibliographic coupling analyses, as 
well as general patterns in publication. 

The bibliometric analysis method can alternatively 
be described as one that follows suggestions [28]. The 
procedure is used purposefully and adheres to predeter-
mined stages, making it possible for other researchers to 
replicate it. Bibliographic analysis focuses on quantita-
tive methods to analyse books, journal articles and oth-
er written materials. It is frequently used across a wide 
range of fields [29]. The bibliometric approach includes 

the application of quantitative techniques on bibliomet-
ric data and gathers the bibliometric and intellectual 
structure of a topic by examining the relationships be-
tween several research components [30]. With the use of 
such data, it is possible to highlight the contributions of 
a particular field of study, spot links and information si-
los, as well as trends and prospective gaps [31].

Below is a thorough explanation of each subsection of 
bibliometric analysis:
1.	 Publication analysis. Estimating the authors’ 

contributions in related disciplines using the complete 
counting methodology, which correlates full reco-
gnition for related contributions [32]. 

2.	 Citation analysis. Determines an article’s popularity by 
counting how often it is mentioned [33].

3.	 Co-authorship analysis. Analyzes the frequency of joint 
publications to track national cooperation efforts [34].

4.	 Co-word / co-occurrence analysis. Discover research 
hotspots via the degrees of keywords co-occurr- 
ence [35].

5.	 Bibliographic coupling. Find the bibliographic con-
nections between two publications [36].

In this study, a procedure was established for choos-
ing the search words, database to use, selection criteria 
for the search, software to use for analysis and results 
analysis. Figure 1 below illustrates these steps, and the 
following paragraphs go into greater depth about them. 

Definition of search terms. The purpose of the current 
article, as stated in the introduction, is to (I) identify and 
analyze the nature and evolution of literature related to 
information technology and cohesion with sustainable 
development reporting, and (II) provide a comprehen-
sive systematic review on the development of the re-
search work related to information technology and co-
hesion with sustainable development reporting and their 
connection to specific disciplines.

Selection of database and data collection strategy. 
The subsequent keywords were searched under the cri-
teria of Title, Keywords and Abstract of the publica-
tions by using the search strings connected to informa-
tion technology and sustainable development reporting: 
TITLE-ABS-KEY (“information technology”) and 
TITLE-ABS-KEY (“sustainable development report-
ing”) to collect articles’ data in an electronic database. 
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Table 1.
Overview of the research development in this study

Descriptive / Bibliometric analysis
Research  

methodology 
No. Research question(s) Research objective(s) and aims

1 What is the publication trend of literature 
on the role of IT on SDR? 

To understand how the development and role of IT in the area of SDR study 
has evolved over the years. This objective is essential to assist researchers 
in visualizing the potential of IT in the evaluation of SDR.

Descriptive analysis 
(publication analysis; 
citation analysis).

2 Which countries contributed to the 
development and the role of IT on SDR?

To identify the countries that contributed the most and received the most 
citations for their work. To promote international research collaboration,  
it is essential to achieve this goal.

Descriptive analysis 
(publication analysis; 
citation analysis).

3
Which journals led in the field of the 
development and the role of IT on SDR 
research?

To identify the journals that published the most articles on the relationship 
between IT and SDR. This goal is crucial in assisting researchers  
in selecting platforms for releasing and communicating their findings.

Descriptive analysis 
(publication analysis; 
citation analysis).

4
Which are the influential authors on the 
development and the role of IT on SDR 
research?

Find out which papers in the linked field are the most read. This goal  
is important since it might help researchers identify the research gaps  
in the associated papers.

Descriptive analysis 
(citation analysis).

5
How is the countries’ collaboration 
structure in the area of the development 
and the role of IT on SDR research?

To assess the countries’ collaboration trend in the development and role  
of IT in the area of SDR. This objective aims to help researchers decide  
which country is suitable for collaborating in publishing in this research area.

Co-authorship analysis.

6
What is the conceptual structure of 
keywords in the area of the development 
and the role of IT on SDR research?

To identify the research hotspots that evolved in the field. This objective  
helps researchers to understand the new research topics.

Conceptual structure 
analysis (co-occurrence 
analysis of words).

7
What is the countries’ coupling structure 
in the area of the development and the 
role of IT on SDR research?

Presenting information on commonalities between two countries.  
This goal helps to assess the degree to which these countries’ ideas  
and literary works are alike.

Intellectual structure 
analysis (bibliographic 
coupling).

8
Which are the research fronts of the 
development and the role of IT on SDR 
research study?

To identify papers in the field that have a similar theme. This goal gives 
scholars a sense of the topics covered in the papers, which helps them  
when they are creating new research projects.

Intellectual structure 
analysis (bibliographic 
coupling).

The search process was conducted based on the above-
mentioned keywords. Since the Scopus database is one 
of the largest and most widely accepted scientific data-
bases and has an extensive number of literary materials 
including peer reviewed articles, conference proceed-
ings, reviews, book chapters, books, etc., it became the 
primary choice for the current course of investigation. 
Searching for “information technology” and “sustain-
able development reporting” in the Scopus database 
showed up total of 259 documents. Since only popular 
types of documents were included in this study such as 
articles from journals, review articles, conferences pro-

ceedings, book chapters, and conference reviews, sub-
sequent filtering of the search results was needed. After 
filtering out short surveys (one document), Note (one 
document), and Erratum (one document), only 256 
documents were retrieved. The first document related to 
the chosen search string appeared in 1989 and was in-
cluded in the Scopus database. Hence, the time frame 
criterion from year 1989 to 2023 was selected for the data 
collection. While using the Scopus database, the afore-
mentioned measures were followed, and bibliographic 
data was exported in CSV format without further data 
cleansing.
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Fig. 1. Methodological scheme for the bibliometric analysis.

Software selection and data analysis. This article’s 
preparation involved the use of numerous Microsoft Of-
fice programs. Nevertheless, the management and analy-
sis of the collected data was primarily supported by the 
using two software programs, namely Microsoft Excel 
2020, a popular spreadsheet, and VOS Viewer, a freeware 
data-visualization program. The search information was 
examined and categorized based on the annual number of 
publications, publication journals, contributing authors 
and productive nations. The next step was visualizing 
the data on “information technology” and “sustainable 
development reporting” in terms of documents by year, 
documents by country, documents per year by source, 
documents by authors, co-authorship–related coun-
tries, co-occurrence–related author keywords, and bib-
liographic coupling in terms of country and publication.

3. Results

The bibliometric analysis utilizes a tremendous 
amount of studies to identify popular trends in the de-
velopment and role of information technology in the 
domain of sustainable development reporting. There-
fore, this section emphasizes the results generated via 
bibliometric analytic tools.

3.1. Descriptive analysis 

In order to analyze current trends in the research of 
the development and role of information technology on 
sustainable development reporting, this subsection of-
fers a thorough overview of publication trends and ci-
tation performance on this study, followed by the most 
productive nations and the most important journals and 
articles. The number of papers on “information tech-
nology” and “sustainable development reporting” that 
were published in Scopus was the first finding based 
on data extracted from the Scopus database. The total 
number of documents retrieved was 256. 

3.1.1. Documents per year

The following figure (Fig. 2) shows the number of doc-
uments published annually. The first document related 
with “information technology” and “sustainable devel-
opment reporting” was published in 1989. From year 1990 
to 2000, the average number of articles published annu-
ally was less than five. However, from 2001 to 2010, there 
was a growth in published research work and this can be 
observed with one deflection that occurred in 2010. From 
2011 onwards, the number of published documents has 
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Fig. 2. Documents published annually.

increased by three times as compare to 2010. However, 
some downturn can be seen in year 2014, 2015 and 2016.

3.1.2. Document by country

As per the following Table 2, there are variations in 
research output and impact among different countries, 
with factors such as the number of publications, total ci-
tations, and average citation indicating the prominence of 
their research in the given field. It is quite clear that de-
veloped countries such as the USA, UK, Canada, Aus-
tralia lead in both the number of publications and total 
citations, indicating a strong research output and im-
pact in the field. The high average citation rate suggests 
that their research is frequently cited by others. On the 
other hand, despite a lower number of publications, 
China, amongst the developing countries, has a high  
total citation count and an exceptionally high average  
citation, suggesting a significant impact of their research.

 

3.1.3. Documents per year by source

Table 3 and Fig. 3 shows the top ten peer-reviewed 
journals with the most publications in the field of infor-
mation technology and sustainable development report-
ing. This analysis indicates variations in publication and 
citation statistics, average citation and scientific journal 
rankings among these sources. The SJR values give an 
idea of how these sources are ranked in terms of their 
scientific impact within their respective fields. The jour-

nal with the most such publication numbers is Sustain-
ability from Switzerland. This source has a moderate 
number of publications and citations, along with a rea-
sonable average citation. The SJR indicates a moderate 
journal ranking. This journal Sustainability was pub-
lished by MDPI AG, then followed by Environmental 
Science and Engineering Subseries Environmental sci-
ence and Journal of cleaner production, then followed 
by Technological forecasting and social change.

Table 2. 
The top 10 most productive countries

No. Country TP TC AC

1 United States of America 39 2461 63.1

2 United Kingdom 31 1889 60.9

3 Canada 20 1574 78.7

4 Australia 20 572 28.6

5 Germany 17 429 25.2

6 India 17 165 9.7

7 Russia 14 50 3.5

8 Italy 13 193 14.8

9 China 12 1696 141.3

10 Spain 12 96 8

Note:  
TP indicates the complete publication of articles according to countries; TC is the total 
citation, while AC is the ratio of total citation per total publication.
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Fig. 3. The top 10 most influential journals based on number of publications.

Table 3. 
The top 10 most influential journalsbased on number of publications

No. Source TP TC AC SJR

1 Sustainability (Switzerland) MDPI AG 12 190 15.8 0.664

2 Journal of Cleaner Production 5 355 71 1.981

3 Environmental Science and Engineering (Subseries: Environmental Science) 5 34 6.8 0.125

4 Lecture Notes in Networks and Systems 3 0 0 0.151

5 Technological Forecasting and Social Change 2 18 9 2.644

6 Science of the Total Environment 2 39 19.5 1.946

7 Frontiers In Public Health 2 23 11.5 1.125

8 Sage Open 2 41 20.5 0.462

9 Procedia Engineering 2 22 11 0.185

10 Acta Universitatis Agriculturae Et Silviculturae Mendelianae Brunensis 2 59 29.5 0.169

Note: 
TP indicates the complete publication of articles according to countries, TC is the total citation, while AC is the ratio of total citation per total publication,  
SJR is Scientific Journal Rankings
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3.1.4. Documents by authors

Table 4, indicates the top ten contributing authors 
with published articles in peer-reviewed journals in in-
formation technology and sustainable development re-
porting fields. The top four authors produced three ar-
ticles each, whereas the bottom six authors produced 
two articles on this field individually. However, it can 
be seen that these authors have worked together on the 
same articles; therefore, the number of articles or pro-
ceedings are not increasing significantly. 

3.2. Network visualization

Network visualization reflects the co-authorship 
of countries, co-words, and bibliographic coupling. 
Network analysis provides researchers with a better 
graphical visualization on collaboration, co-occur-
rences, and bibliographic coupling, where the rela-
tions between selected items is illustrated using nodes 
size, nodes color, and the thicknesses of connecting 
lines [37].

Table 4. 

The top 10 most influential authors

No. Author Article Name / Conference Proceedings; Year; Total Citation 

1 Gómez, J.M.

“Sustainable online reporting model – A web-based sustainability reporting software”; 2011; 1
“Concept and implementation of a flexible and differentiated shopping cart functionality for creating personalized sustainability 
reports”; 2008; 3
“Conception of system supported generation of sustainability reports in a large-scale enterprise”; 2007;1

2 Süpke, D.

“ProPlaNET – Collaborative sustainable project planning – A comparison with existing approaches”; 2011; 0
“Sustainable online reporting model – A web-based sustainability reporting software”; 2011; 1
“Concept and implementation of a flexible and differentiated shopping cart functionality for creating personalized sustainability 
reports”; 2008; 3

3 Trenz, O.
“Corporate performance indicators for agriculture and food processing sector”; 2012; 20
“Corporate performance evaluation and reporting”; 2011; 3
“Integration of economic, environmental, social and corporate governance performance and reporting in enterprises”; 2011; 39

4 Štencl, M.
“Corporate performance indicators for agriculture and food processing sector”; 2012; 20
“Corporate performance evaluation and reporting”; 2011; 3
“Integration of economic, environmental, social and corporate governance performance and reporting in enterprises”; 2011; 39

5 Arsenault, A. “Integrated modelling software platform development for effective use of ecosystem models”; 2015; 3
“Integrated modelling software platform development for effective use of ecosystem models”; 2014; 8

6 Bhatti, J. “Integrated modelling software platform development for effective use of ecosystem models”; 2015; 3
“Integrated modelling software platform development for effective use of ecosystem models”; 2014; 8

7 Braun, P. “Intelligent mortality reporting with FHIR”; 2018; 8
“Intelligent mortality reporting with FHIR”; 2017; 5

8 Chokkavarapu, N. “Role of drone technology in sustainable rural development: Opportunities and challenges”; 2023; 0
“Role of drone technology in sustainable rural development: Opportunities and challenges”; 2022; 0

9 Glebkova, I.Y. “Technology application of the concept of market-oriented reporting in accounting and statistics”; 2019; 0
“Technology for determining the effectiveness of representative offices of the companies abroad”; 2019; 1

10 Hartcher, M.G. “A governance framework for data audit trail creation in large multi-disciplinary projects”; 2013; 1
“Driving data management cultural change via automated provenance management systems”; 2013; 1
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Fig. 4. The co-authorship network of articles on “information technology”  
and “sustainable development reporting” in terms of countries.

3.2.1. The co-authorship network  
of documents

Table 5 and Fig. 4 display the co-authorship map in 
the “information technology” and “sustainable devel-
opment reporting” articles. There were 91 countries 
according to VOS viewer. However, when a filter was 
applied to sources having at least one document per 
country with a minimum of one citation, then 72 docu-
ments met the threshold. The USA, along with the UK, 
Canada and Australia have a high publication count 
and a substantial number of links, indicating strong re-
search collaboration with a significant link strength. On 
the other end, Russia has a lower publication count and 
zero links and link strength, with no collaboration in 
this dataset. The other counties in the scope, showed a 
moderate publication count and link strength, suggest-
ing active research participations. Overall, the analysis 
indicates variations in publication count, research col-
laboration through links, and link strength among dif-
ferent countries. Countries with higher publication 
counts and stronger link strengths are likely more active 
in research collaboration within the dataset. The ab-
sence of links and link strength for Russia suggests lim-

ited representation in this specific dataset’s collaborative 
network. The network visualization result also shows a 
number of nodes and clusters. The distance between the 
nodes and the link thickness reveals the degree of co-
operation between countries, while the links between 
the nodes represent the relationships between the coun-
tries, for example, a red cluster showing strong connec-
tion among Canada, China, Indonesia, etc. Similarly, a 
green cluster shows strong connection among Greece, 
Turkey, Romania, etc. 

3.2.2. The co-occurrence network  
of keywords in documents

Keywords co-occurrence analysis is a popular plat-
form used in bibliometric analysis, since it helps reveal 
the core research topic. To do so, a VOS viewer was 
employed and the analysis result displayed the keyword 
distribution map in the “information technology” and 
“sustainable development reporting” articles based on 
the author keywords. Once 852 keywords were filtered 
using a minimum appearance criterion of three times, 
the output returned 35 keywords. Keywords that are 
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unconnected to each other were not included in the 
analysis. Table 6 highlights the top 10 authors’ key-
words arranged according to the occurrence and to-
tal link strength. “Sustainable development” record-
ed the highest occurrence (18) and total link strength 
(19), followed by “sustainability” (17) and (11). After 
that, “sustainability reporting” appeared (14) times 
with total link strength of (24), followed by “informa-
tion technology” (11) and (6), and finally keyword “re-
porting” with (9) appearances and having (14) total 
link strength. These keywords also ranked as the top 
five most popular authors’ keywords as seen in the de-
scriptive analysis. Overall, the analysis reveals varia-
tions in the occurrence of keywords, their linkages and 
link strength. Some terms have stronger linkages and 
connections, while others occurred on account of their 
stronger mutual associations within the dataset. The 
significance of these observations depends on the con-
text in which the keywords are being analyzed. 

Table 5. 
The top 10 most influential countries  

in terms of co-authorship network  
of articles on “information technology”  

and “sustainable development reporting”

No. Country TP Link TLS

1 United States of America 39 34 52

2 United Kingdom 31 35 55

3 Canada 20 16 21

4 Australia 20 6 7

5 Germany 17 20 25

6 India 17 19 24

7 Russia 14 0 0

8 Italy 13 23 33

9 China 12 11 13

10 Spain 12 22 28

Note:  
TP indicates the complete publication of articles according to countries, TLS indicates 
Total Link Strength

Table 6. 
The co-occurrence network  

of keywords in articles  
on “information technology”  

and “sustainable development reporting”

No. Keywords Occurrence Link TLS

1 Sustainable development 18 11 19

2 Sustainability 17 10 11

3 Sustainability reporting 14 10 24

4 Information technology 11 5 6

5 Reporting 9 10 14

6 GIS 5 1 1

7 GRI 4 7 19

8 Digitalization 4 5 7

9 Information systems 4 5 5

10 Climate change 4 3 3

Note:  
TLS indicates Total Link Strength

Concurrently, the co-occurrence of authors’ key-
words can be visualized via network mapping, as shown 
in Fig. 5. The size and color of nodes play different roles 
in the co-occurrence analysis, where the sizes reflect 
the frequency of the authors’ keywords on the role of 
information technology in sustainable development re-
porting. It can be seen in Fig. 5, that keyword “sustain-
able development”; belongs to biggest node followed by 
“sustainability,” “sustainability reporting,” “informa-
tion technology,” “reporting,” etc. A link connecting 
two terms shows that they appeared together, and the 
thickness of the link shows how frequently they occurred 
together. Additionally, the distance between nodes indi-
cates the degree of their interaction between keywords.

3.2.3. Bibliographic coupling

According to [38], bibliographic coupling was initial-
ly used by [39] to identify the connections between two 
articles. Bibliographic coupling plays a prominent role 
in determining the relatedness of selected items such as 

	106	 Maneesh Kumar Pandey, Amit Kumar Pathak, Irina G. Sergeeva



BUSINESS INFORMATICS        Vol. 17         No. 4         2023

Fig. 5. The co-occurrence network of keywords in articles  
on “information technology” and “sustainable development reporting”.

Fig. 6. The bibliographic coupling network of countries  
on “information technology” and “sustainable development reporting”.

countries and publications. In this work, the bibliograph-
ic coupling of geographic regions and publications was 
carried out.

3.2.3.1. Bibliographic coupling  
of countries

Bibliographic coupling of countries occurs when an 
article from two countries cites another document in its 
reference list [40]. Bibliographic coupling illustrates the 
frequency with which these countries have common ref-
erences in their bibliographies, enabling us to gauge the 
resemblance between these publications. The graphi-
cal representation of bibliographic coupling can be dis-
played using different combinations of colors and siz-

es of nodes. The colors signify the quantity of clusters 
identified in this analysis, while the size of nodes depict 
the contributions of each country – larger nodes de-
note more noteworthy contributions from the respective 
country. The investigation of bibliographic coupling was 
the most recent meta-analysis. 47 of the 91 countries 
met the requirement of having at least two documents 
and one citation per country. 

Similar to the results in Table 2, the coupling analysis 
showed that the United States of America, United King-
dom, Canada, Australia and Germany are the top five 
countries in studies involving the research on the devel-
opment and role of information technology on sustain-
able development reporting. The bibliographic coupling 
of countries involved seven clusters with distinct colors 
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Fig. 7. The bibliographic coupling network of publications  
on “information technology” and “sustainable development reporting”.

as seen in Fig. 6. The Italy leads the densest cluster (red 
cluster) and is closely coupled with Switzerland, France, 
Greece, Slovenia, etc. United Kingdom leads the sec-
ond-dense cluster (blue cluster) and is strongly coupled 
with India, Spain, Russia and South Africa. The United 
States of America (purple cluster), China (yellow clus-
ter) and Canada (green cluster) also act as the leading 
countries in terms of cluster size. However, if in terms of 
overall analysis of coupling networks, it can be inferred 
that United States of America, United Kingdom, and 
Canada play the vital role in the research on the devel-
opment and role of information technology in the sus-
tainable development reporting, as many countries are 
coupled with these countries. However, despite a lower 
number of publications, China, too, is seen emerging as 
an active country in this area of research. 

3.2.3.2. Articles

Bibliographic coupling occurs when two publications 
share a common reference article. This implies that ar-
ticles with similar research focuses can be identified by 
examining the bibliographic coupling of their respective 
publications. The exploration of bibliographic coupling 
was carried out in the most recent meta-analysis. Out of 
256 documents, 153 fulfilled the criterion of having at 
least two citations per document. In this analysis, the re-
lationship between the information technology and de-
velopments in areas of sustainable development report-
ing is represented by colors and node sizes. The node 
colors indicate that clusters existed on this topic, while 
node sizes represent the total citations gained by a pa-
per. As per the Fig. 7, the role of information technology 
in sustainable development reporting publications were 

grouped into two clusters by red and green node colors. 
The red cluster comprises five publications and a total 
of 76 citations, with an average of 15 citations per article 
whereas the green cluster has 4 publications and a total 
of 72 citations, with an average of 18 citations per article. 
The most cited publication in this (red) cluster focuses 
on “Internet-supported sustainability reporting: Devel-
opments in Germany” [40] (51 citations), followed by 
“Corporate sustainability reporting and disclosure on 
the web: An exploratory study” [20] (7 citations). The 
most cited publication in the green cluster focuses on 
the “Integration of economic, environmental, social 
and corporate governance performance and reporting in 
enterprises” [19] (39 citations), followed by “Corporate 
performance indicators for agriculture and food pro-
cessing sector” [41] (20 citations). 

Although the publications covered diverse topics, 
these clusters generally have comparable research are-
as. Therefore, it can be said that the “Development and 
role of information technology in sustainable develop-
ment reporting” publications are ideal for use in sustain-
able socio-economic and environmental development.

4. Discussion

The above findings offer a detailed analysis of bib-
liographic traits in globally recognized Scopus-indexed 
journals. These articles center around “information 
technology” and “sustainable development reporting,” 
alongside related fields such as “machine learning” and 
“sustainable development reporting” and “big data” and 
“sustainable development reporting.” These areas have 
attained significant and at times unprecedented traction, 
especially in the private sector, though academic explora-
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