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Abstract

In applied problems of business informatics related to data analysis (in particular, in the analysis 
and forecasting of time series, in the study of log files of business processes, etc.), problems of 
qualitative analysis arise. Qualitative analysis methods often use symbolic coding as a way of presenting 
information about the processes under study. In a number of situations, due to the fragmentation of 
such descriptions, the problem arises of reconstructing a complete symbolic description of a process 
(word) from its successive fragments (subwords). From the multiset of all subwords of a sufficiently 
large length, the original word is uniquely restored. In the case of insufficiently long subwords, several 
different reconstructions of the original word are possible. The number of feasible reconstructions can 
be reduced by determining the suffix and prefix of the reconstructed word. A method is proposed for 
determining the prefix and suffix of a word consisting of k – 1 symbols each on the basis of multiset  
of subwords of a fixed length equal to . We accept the hypothesis that this multiset is generated by a 
window of a fixed length  of one symbol shift in an unknown word. The method for determining the 
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Introduction

In the applied areas of business informat-
ics related to data analysis, such as time 
series analysis and forecasting [1–6], 

research of business process log files [7], etc., 
problems of qualitative analysis arise. In this 
case, one of the commonly used methods for 
presenting information about processes is sym-
bolic encoding [8]. Furthermore, a description 
of the behavior of a time series or a business 
process is encoded with a word over a finite 
alphabet which is the object of further research. 
However, in a number of cases, including the 
analysis of business processes and time series, 
researchers do not know the whole word, but a 
multiset of subwords that are consecutive frag-
ments of a certain word. Since in this case the 
positions of the subwords in the original word 
are unknown, the problem of reconstruction 
arises, i.e. the restoration of the unknown word 
from the original set of subwords [9–17]. This 
problem relates to a special section of discrete 
mathematics, namely the combinatorics on 
words [18]. The objects of research in the com-
binatorics on words are words over arbitrary 
alphabets, and the subject of research is the 
study of the combinatorial properties of vari-
ous sets of words, both finite and infinite. In 
real-life applied problems, information about 

words is often incomplete; for example, such a 
situation is inevitable in the analysis of infinite 
time series measured over finite time intervals.

We note that one of the important areas of 
practical application of the methods of combi-
natorics on words is the field of bio-molecular 
models and processes. At the same time, work 
with fragmentary information is characteris-
tic of a number of bio-informatics and genom-
ics problems. For example, the problem of 
sequencing genomes [19, 20] is essentially the 
problem of reconstructing words under con-
ditions of strong restrictions, implying unique 
reconstruction.

The problems of reconstructing words over a 
finite alphabet have different statements, dif-
fering both in the amount of information avail-
able and in the restrictions on feasible solutions 
[21–23]. Usually, these problems, as prob-
lems with incomplete information, are com-
plex, and obtaining any additional information 
obviously allows us to reduce the set of solu-
tions under consideration. 

In a qualitative analysis of time series [24, 25], 
the coding of the observed variable can be car-
ried out in a certain alphabet, for example, (A, 
B, C, D, E, F), which symbols can be used to 
name half-segments of the observed values of 

prefix and suffix is based on the construction and analysis of the matrix formed by subwords from V 
written in rows in arbitrary order and the use of the operator acting on multisets of characters of the 
alphabet formed by neighboring columns of this matrix. The method is capable of determining the 
prefix a1a2 ... ak – 1 and suffix b1b2 ... bk – 1, if ai  bi for any i from 1 to k – 1. If in the prefix and suffix 
ai  bi only for some values of i, the characters in the corresponding positions are determined, and  
aj = bj  for the remaining characters. In the worst case, the method concludes that  for any i from 
1 to , but does not determine the characters themselves. This is a situation in which the prefix and 
suffix coincide but cannot be determined.
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the variable in the ascending order. For exam-
ple, A is the name of the half segment of the 
smallest value, F is the largest. Since observa-
tions are recorded in discrete time, the descrip-
tion of the values of the time series by the names 
of half-segments is a word over the alphabet of 
names. If the observed process is characterized 
by sharp outliers of the observed value (up to 
level F) relative to the basal level (A, B) in one 
moment, as well as sharp drops (from F to B), 
then the resulting codewords of time series will 
not contain subwords CDE and EDC. In this 
case, if the initial data are subwords (scattered 
fragments of observations), then the problem 
of reconstructing a word from subwords is the 
problem of restoring the entire description of a 
time series under the assumption of the peculi-
arities of its behavior.

A similar situation arises when reconstruct-
ing business process log files in the presence 
of fragmented information. When describing 
business processes by the graph theory appara-
tus [7], a model (business process graph) can 
be represented as follows: process states are 
encoded by named vertices, and state tran-
sitions are encoded by edges identified with 
stages of the business process. Then the record 
of a particular implementation of a business 
process is a word over the alphabet of vertex 
names that reflects the state transition order. 
If the process is physically distributed between 
various organizations and executors, then 
most likely we will receive information about 
its complete performance in the form of a set 
of subwords. In addition, prohibited subwords 
can be interpreted as violations of the model 
(the regulation of the business process). The 
arising reconstruction problem, without for-
bidden subwords, means the possibility of a 
complete reconstruction of the entire process 
corresponding to the theoretical model.

Thus, it is of interest to study in detail the var-
ious versions of the word reconstruction prob-
lem with a certain set of subwords of shorter 
length, interpreted as a set of consecutive frag-

ments of an unknown word. Moreover, of inter-
est are both the case when the reconstructed 
word does not contain a predetermined forbid-
den subword and the case with the presence of 
forbidden subwords. One of the possible solu-
tions to this problem, based on subwords of 
fixed length, in the shift by one symbol hypoth-
esis, was proposed by the authors in [26, 27]. 
However, the set of possible reconstructions 
can be large and the problem arises of a pos-
sible reduction in the number of feasible solu-
tions for the “correct” reconstructed word. We 
want to obtain additional information from the 
initial set of subwords, which will be useful in 
reducing the resulting set of reconstructions. 
We are talking about the possibility of restor-
ing and / or determining the pattern of the pre-
fix and suffix of an unknown word, which, as 
part of the reduction procedure, will lead to the 
consideration of only those words that have the 
obtained patterns of prefix and suffix. It is the 
problem that is the subject of this article.

1. Terminology  
and notation

Further in the text of the article, the follow-
ing notation will be used:

 = {s
1
, s

2
, ... s

l 
} – alphabet where s

i
 is i-th 

symbol of the alphabet;

 – the k-fold Cartesian product (Carte-
sian product of set , i.e. the set of k-element 
tuples);

 – transitive closure of  (the set of 

all possible tuples);

w – a word (above the alphabet), which is a 
sequence of characters of the alphabet, while 
the actual characters of the alphabet are words 
by definition;

L() : L(C ) = W where C   is a set of 
tuples, W is a set of words. OperatorL() is an 
operator acting on a set of tuples; L() creates 
a set of words consisting of characters from  ;

a
i
  is i-th character of word w, a

i
  ;
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w = a
1 

a
2
 ...a

n
   is an arbitrary word 

consisting of n characters of alphabet ;

|w| = n – word length, defined as the number 
of its elements;

 – the set of all words 
of length k over alphabet .

Letw = a
1 
a

2
 ...a

n
  , and k < n, then

 – 

a subword of a word w of length k;

Q(w, i, k) is an operator that gives the sub-
word of length k of word w, starting with a 
character in position i. 

Let |w| = n, then the operator is defined for  
i + k – 1  n  so that

Q(a
1

 a
2
 ... a

n
, i, k) = a

i 
a

i+1
 ... a

i + k –1
,

Q(w, i, k)  L
k
;

For the following two operators, we assume 
that|w| = n  2 and 1  k < n:

P(w, k) = Q(w, 1, k) = a
1

 a
2
 ... a

k
  L

k
 is the pre-

fix of length k of word w;

S(w, k) = Q(w, n – k + 1, k) = a
n – k + 1

 ... a
n
  L

k
  

is the suffix of length k of word w;

SH1(w, k) is a shift by one operator. The 
operator, defined when |w| > k , generates a set 
of subwords of length k (the cardinality of this 
set is |w| > k + 1), performing a shift of a win-
dow of length k along word w, starting from the 
leftmost position of word w:

SH1(w, k) = {v
j 
| j = 1, |w| – k + 1; v

j
 =  

= Q(w, i, k)}.

2. Statement  
of the problem

Afterwards, we consider as a given: the length 
of the subword is k, the number of subwords 
is m, and the original multiset V of subwords 
over alphabet , considered as the basis for the 
reconstruction of some unknown word w:

The hypothesis of shift one accepted by the  
authors states that V is a multiset of subwords 
 of shift by one symbol alongside some un-
known word w, where |w| = n = m + k – 1 and

Informal statement: Under the hypothesis of 
shift one, is it possible to determine the pre-
fix and suffix of length k – 1 of the unknown 
word w, or to obtain any meaningful informa-
tion about its prefix and suffix using only mul-
tiset V?

Mathematical statement: For a given multi-
set V with the length k of the subwords and the 
number of subwords equal to m, determine pre-
fix P(w, k – 1) and suffix S(w, k – 1)  of length 
k – 1 of the original word w = a

1
 a

2
 ...a

n
, and 

indicate the conditions under which a solution 
is possible.

3. Method for determining  
the prefix and suffix

First, we note that the main problem, both in 
the aspect of the reconstruction problem and 
in the aspect of the problem of determining the 
suffix and prefix, is that we were initially given a 
multiset of subwords V, but not a tuple of sub-
words. The main difficulty is connected with the 
loss of order in the original subwords obtained 
by the shift operator.

We begin the solution of this problem by con-
structing matrix A consisting of m rows and k 
columns whose rows are words v

i
 from set V. 

Words from set V can be represented in form  
v

i
 =a

i1
, a

i2
, ... a

ik 
, and the elements of matrix 

A are the symbols of alphabet , i.e. A = (a
ij 

), 
where a

ij 
 is a symbol of the alphabet at the j-th 

position in the i-th word of multiset V in the 
order in which they are listed.
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We explicitly write matrix A in the direct 
sequence of the window of shift by one symbol. 
Obviously, in reality, in the order of enumera-
tion in multiset V, we will observe some per-
mutation of words of the direct sequence, and, 
consequently, the corresponding permutation 
of the rows of matrix A:

The solution to the problem of determining 
the prefix and suffix is based on the analysis 
of neighboring columns of this matrix. Let us 
consider the first and second columns. In each 
of them, at any permutation of rows, there will 
be symbol a

2
 that is the second symbol of the 

unknown word w, and symbol a
3
 that is the 

third symbol of w, etc. If the matching pairs of 
characters are deleted from these two columns, 
only a

1
 and a

n – k + 2
 remain if they are not equal. 

If they are different, we get their exact values. 
If a

1
 and a

n – k + 2
 coincide, then all characters in 

these columns will be crossed out, and we will 
get information that unknown, but coincident 
characters are in the corresponding positions 
of the prefix and suffix. We continue such an 
analysis for all k – 1 pairs of neighboring col-
umns of matrix A. Provided that after cross-
ing out pairs of matching characters we always 
have a mismatched pair, we will restore the pre-
fix and suffix of length k – 1 of the unknown 
word w.

We describe the method formally.

We introduce a tuple of all symbols of the 
alphabet for which multiplicities of elements 
are allowed

where multiplicity 0 yields an empty set  

in this position. We define operator G acting on 
the i-th column of matrix A and creating tuple 
C

i
 containing, for all characters of the alpha-

bet, their multiplicity in accordance with the 
number of characters in this column

We apply operator G to two columns of matrix 
A, and denote:

We introduce operator GS of obtaining a 
character that acts on two tuples of columns of 
matrix A according to the following rule:

Now apply operator GS to two consecu-
tive columns of matrix A. Due to the structure 
of successive columns of matrix A described 
above, the result of action of operator GS will 
be either a symbol or an empty set. Note that 
if GS(A, i, i + 1)  , then GS(A, i + 1, i)   
too. In this case, we define the n – k + i-th pre-
fix character a

i
 = GS(A, i, i + 1) and the n – k 

+ i-th character a
n – k + i 

= GS(A, i+1, i ) of the 
unknown word, which is the i-th character of 
suffix of length k – 1.

For example, if GS(A, 1, 2) = s
i 
, then we 

know the first character a
1
 = s

i
 of the unknown 

word w (the first character of the prefix) and, 
in this situation, the value GS(A, 2, 1) is not 
necessarily an empty set. Let GS(A, 2, 1) = s

j 
,  

and we get the first character a
n – k + 2 

= s
j
 of the 

suffix. If GS(A, 1, 2)  , then, it is obvious that 
GS(A, 2, 1)    too and we get information that 
a

1
 = a

n – k + 2
, but at the same time the symbol 

of the alphabet itself at these positions remains 
unknown to us.
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Since we have k – 1 consecutive pairs of col-
umns, then if for each consecutive pair of col-
umns operator GS gives a non-empty set, then 
using the “+” operation to indicate the concat-
enation of characters, we get the solution:

If for each pair operator GS yields an empty 
set, then the prefix and suffix characters remain 
unknown, but at the same time, we get infor-
mation about their equality as subwords

P(w, k – 1) = S (w, k – 1).

In a general case, we get information about 
prefix and suffix characters in the form of some 
pattern, and if these are specific characters, 
then they are located at the same positions of 
the prefix and suffix, and if the characters can-
not be determined, then we have information 
about that at these positions the prefix and suf-
fix characters match.

Let us give an example for word w = abbaaabb 
in alphabet   = {a, b} and the set of subwords 
obtained by the shift to one symbol opera-
tor with a window of width three. In this case,  
k =3, m = 6, n = 8, and matrix A has the form:

Applying operator G to the three columns of 
matrix A gives the following tuples:

GC(A, 1) = C
1
 = (a(4), b(2)),

GC(A, 2) = C
2
 = (a(3), b(3)),

GC(A, 3) = C
3
 = (a(3), b(3)).

and we getGC(A, 1, 2) = a, GC(A, 2, 1) = b, and 
GC(A, 2, 3) = GC(A, 3, 2) = . Thereby, we get 
the prefix pattern P(w, 2) = a* of length two 
of word w = abbaaabb, and the suffix pattern  
S(w, 2) = b*, where symbol  denotes an 
unknown but matching symbol in the corre-
sponding positions of the prefix and suffix (in 
fact, this is the symbol “b”).

4. Application  
to the reconstruction  

problem

In one of the previous articles [26], the 
authors proposed a solution to the problem 
of complete reconstruction, under the condi-
tions of a given multiset of subwords and one 
shift hypothesis. In some cases, the number of 
reconstructions determined by the number of 
Euler paths or cycles in the corresponding de 
Brain multi-graph can be significant [26].

Let us introduce the set of possible word 
reconstructions by the initial set V:
	

In this case, if | W |  2, then reconstruction 
is possible and there can be many of them. 
Let w*  be the word under consideration, that 
is unknown to us, based on which the set V is 
obtained, where V = SH1(w*, k). Then when 
choosing a possible reconstruction in set W, we 
select only those words that possess the prefix 
and suffix obtained by the operator GS, taking 
into account patterns with possibly unknown 
characters. As a result we obtain

where w*   is guaranteed.

This leads to a reduction in the resulting 
set of reconstructions, since we consider only 
those words that have the given prefix and suf-
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fix patterns. Moreover, this approach can be 
applied not only to reduce a finite set of recon-
structions, but to consider the prefix as a pat-
tern for choosing the initial arcs for the Euler 
paths in the de Brain multi-graph when con-
structing the reconstruction [26].

Conclusion

In this article, in the aspect of solving the 
problem of reconstruction of symbolic descrip-
tions of time series and logs of business pro-
cesses, a solution to the problem of determin-
ing the prefix and suffix of an unknown word is 
proposed. The solution is based on the assump-
tion that the full set of subwords of fixed length 
k, originally generated by the window of length 
kgoing alongside an unknown word with a 
shift to one symbol, is initially given. A solu-
tion has been obtained that allows us to acquire 
information about the prefix and suffix of an 

unknown word or some patterns for the prefix 
and suffix. The proposed solution allows us to 
obtain additional information about possible 
reconstructions, and thereby reduce the num-
ber of possible word reconstructions for a given 
set of subwords. In the best case, the proposed 
method allows us to determine the prefix and 
suffix of length k of an unknown word, or, in 
the worst case, to state that the prefix and suf-
fix coincide.

The results can be used in conjunction with 
solving the reconstruction problem [26, 27] to 
reduce the set of possible reconstructions dur-
ing qualitative analysis in such problems of 
business informatics as analysis of time series 
and logs of business processes. 
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