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Abstract

This paper offers an approach for solving a problem that arises for railway transport operators. The 
task is to manage the fleet of freight railcars optimally in terms of profit maximization. The source 
data for the transport operator is a list of requests received from customers, as well as the location 
of railcars at the beginning of the planning period. The request formed by each customer consists 
of departure station, destination station, name and volume of cargo that the customer would like to 
transport. The request also contains the rate that the customer has to pay to the transport operator 
for each loaded wagon transported. Planning is carried out for a month in advance and consists, on 
the one hand, in selecting the most profitable requests for execution, on the other hand – in building 
a sequence of cargo and empty runs that will fulfill the selected requests with the greatest efficiency. 
Direct transportation of loaded and empty railway cars is carried out by Russian Railways with pre-
known tariffs and time standards for each of the routes. At the same time, tariffs for driving loaded 
wagons are additional costs for the customer of the route specified in the request (customers pay both 
the transport operator for the use of wagons and Russian Railways); transportation of empty wagons 
is paid by transport operators. To solve this problem, one of the possible ways to reduce it to a large-
dimensional linear programming problem is proposed. An algorithm is proposed, the result of which 
is a problem written in the format of a linear programming problem. To demonstrate the approach 
clearly, a simplified problem statement is considered that takes into account only the main factors of 
the modeled process. The paper also shows an example of a numerical solution of the problem based 
on simple model data.
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Introduction

In the mathematical field called opera-
tions research, and in its subsection called 
schedule theory, there are many problems 

related to optimizing railway management. A 
whole series of such problems, as well as their 
classification, can be found in [1–5]. Among 
the problems of drawing up railway transport 
schedules, a class of problems related to draw-
ing up schedules for passenger transport can be 
considered separately. One can find examples 
of such models in [6–9]. 

This article deals with railway freight trans-
port. One of the urgent tasks that arise in this 
area is the organization of the cargo transpor-
tation process. In particular, works [10–13] 
are dedicated to this subject. In these articles, 
dynamic models of organization of railway 
freight transportation both between two junc-
tion stations and on a closed chain of stations 
are described and investigated. 

This study is devoted to the no less important 
task which is management of the freight wagon 
fleet. This problem arises for railway trans-
port operators (hereinafter, transport opera-
tors), which manage a fleet of freight rail cars 
for commercial purposes. Depending on the 
specifics of regulation and market features, 
different models can be built for each specific 
region, taking into account this or that speci-
ficity. As an example, one can consider the arti-
cle [14], which presents a model used by one of 
the largest railway transport operators in Latin 
America. Another example is work [15], which 
examines several models for optimizing cargo 

delivery by the Swiss railway freight company 
Cargo Express Service of Swiss Federal Rail-
ways. In [16, 17] models designed with the fea-
tures of the freight transport market in Italy are 
considered. In [18, 19] models are presented 
for cost minimization of transporting goods 
through a railway network that covers several 
European countries. 

There are also models created for the Rus-
sian rail transport market; an example of such 
a model is presented in [20, 21]. In this paper, 
the problem statement is similar to the state-
ment from [20, 21], the main differences are in 
the methods of solving the problem. If in [20, 
21] solutions are sought using the column gen-
eration method [22], as well as using the mod-
ified column generation method [23], in this 
paper the solution is sought based on the search 
for optimal flows in a network covering all pos-
sible routes, by reducing it to a large-dimen-
sional linear programming problem. 

In other words, if the column generation 
method and the generalized column genera-
tion method search for solutions iteratively, 
and each iteration solves a linear program-
ming problem on a subset of all possible routes, 
then in this paper the search for solution is 
performed using a single linear programming 
problem of a sufficiently large dimension on 
the set of all possible routes. But before getting 
such large-dimensional linear programming 
problem, one first needs to build a network of 
all possible routes (in this case, a wider network 
that includes a network of all possible routes is 
built), after that this task can be formalized as a 
linear programming problem. 
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The network of all possible routes is an ori-
ented space-time graph without loops. This 
graph is built with a fixed time step, and one 
day is taken as a step. Each vertex of the graph 
contains information about the number of cars 
at a certain station on a certain day  of the plan-
ning period. Each edge of this graph charac-
terizes the route by leaving some station  on 
day  and arriving at another station  on day . In 
this case, the difference between  and   corre-
sponds to the number of days it takes to trans-
fer cars from  station to  station in accordance 
with the known time standards for transporta-
tion by rail. In this interpretation, the task is 
to search for flows in the constructed graph 
that provide the maximum gain in total. The 
flow refers to a chain of cargo and empty runs, 
and the resulting gain corresponds to the profit 
for the planning period. For more information 
about building such models and reducing them 
to linear programming problems see [24–26].

This approach, which consists in solving the 
problem of linear programming of large dimen-
sions, in comparison with the approach associ-
ated with column generation method, requires 
more time to find solutions. The advantage of 
the approach proposed here is the search for an 
optimal transportation plan on a set of all pos-
sible routes, while methods related to column 
generation solve a series of linear programming 
problems on subsets of the set of all routes. As a 
result, the solution obtained using the column 
generation method may differ from the optimal 
plan. In practice, in this case the lost profit for 
the transport operator can be measured in tens 
of millions of rubles per month.

1. General statement  
of the problem

The problem of managing a fleet of freight 
wagons by a transport operator is considered. 
The goal of the transport operator is to maxi-
mize profit. Drawing up a plan is carried out 
for a month in advance at a time when all the 
necessary information is known. For planning, 

one needs information about the initial loca-
tion of cars in the next month, as well as a ready 
list of requests for cargo transportation in the 
next month. The initial position of wagons in 
the planning month implies information about 
day and station, in which each of the wagons 
arrived after being sent in previous month. The 
list of requests consists of requests from cus-
tomers, each of which specifies the cargo, its 
volume (in wagons), stations of departure and 
destination. Each request also specifies the rate 
that the customer has to pay for each railway car 
of the transported cargo. A situation is allowed 
in which the start of request execution will be 
in the planning month, but its completion will 
be in the next month after the planning one. 
In this case, all profit for the execution of such 
request will be taken into account in the plan-
ning month. It is assumed that customers do 
not care what day of the planning month his 
order will be fulfilled; if the operator under-
takes to execute this order, it will be executed 
on the most convenient day for the transport 
operator (or on several days if the request will 
be executed by several routes). The transport 
operator is not required to execute all incoming 
requests – as a rule, it is physically impossible 
to do this in the allotted month. Therefore, the 
operator can either execute the request com-
pletely or partially, or reject it. Thus, when cre-
ating a plan for the upcoming month, the task 
of the transport operator is, first, to select those 
requests that are most profitable to execute, 
and secondly, to select such chains of cargo and 
empty runs that will most effectively ensure the 
implementation of the selected requests. 

Direct transportation of wagons is carried out 
by Russian Railways (JSC “RZD”), which set 
their own tariffs for both empty and cargo runs. 
Also time standards for all possible routes are 
known in advance. In the model, it is assumed 
that tariffs do not depend on the number of 
wagons transported on each of the routes. Each 
customer, if his request is executed, in addition 
to paying the operator the specified rate for 
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the use of its wagons, pays separately to Rus-
sian Railways for the transportation of these 
wagons. Moving empty railway cars by Russian 
Railways is an expense item for the transport 
operator. Since Russian Railways tariffs for 
transporting loaded wagons are costs for cus-
tomers and transport operators have nothing to 
do with them, these tariffs are not considered 
in the model. In this paper, a simplified state-
ment of the problem is considered. This means 
that the transport operator manages one type 
of freight wagons, and the planning horizon in 
the model is one month. In addition, it will be 
assumed that direct transportation by Russian 
Railways is carried out largely by unmanned 
vehicles, i.e. unmanned locomotives. Their 
use will reduce the impact of the human fac-
tor, the occurrence of which often leads to cer-
tain emergencies, which in turn leads to fail-
ures in schedules. This assumption about the 
use of unmanned vehicles makes it possible to 
consider a deterministic model, without tak-
ing into account stochastic components. Oth-
erwise, the model must take into account ran-
dom factors, which would inevitably lead to a 
significant complication of the model.

2. Mathematical statement  
of the problem

This section provides a mathematical state-
ment of the problem in some intermediate for-
mat, which is converted to the format of a lin-
ear programming problem in explicit form at 
the next stage. The advantage of this interme-
diate format is that it is much more visual and 
convenient for understanding the essence of 
the proposed approach. A similar format for 
the mathematical statement of this problem 
can be found in [3, 4], but in these works the 
mathematical statement has a rather cumber-
some form and can hardly be applied directly 
in practice. In this paper, to facilitate the pres-
entation, the simplest version of the problem 
statement is presented.

Let’s enter a number of notations.

N – number of stations involved in planning;

T – planning horizon, measured in days, for 
simplicity one month is taken as the length of 
the planning horizon in this work (i.e. T = 30 
or 31). In practice, however, it is more correct 
to consider a longer planning horizon, such as 
two or more months, but for simplicity in this 
work a short and plausible interval is taken;

t – the discrete parameter responsible for 
time is measured in days and takes values  
t = 1, 2, ... T;

 – (N  N)-matrix, which ele-
ments characterize the tariff set by Russian 
Railways for an empty run of one wagon from 
station i to station j;

 – (N  N)-matrix, which ele-
ments characterize the time (in days) of move-
ment of loaded wagons from station i to station 
j in accordance with Russian Railways stand-
ards (time is rounded to a larger integer);

 – (N  N)-matrix, which ele-
ments characterize the time (in days) of move-
ment of empty wagons from station i to station 
j in accordance with Russian Railways stand-
ards (time is rounded to a larger integer). Sep-
arately, we note that the diagonal elements of 
this matrix are taken to be equal to one, which 
means that if a wagon remains at the station 
until the next day, it is equivalent to the fact that 
it goes on a loop trip lasting one day, where the 
departure and destination stations coincide;

 – (N  N)-matrix, which elements 
characterize the rate specified by the customer 
in the request for transportation of one loaded 
wagon from station i to station j;

 – (N  N)-matrix, which ele-
ments characterize the number of loaded wag-
ons specified in the corresponding request for 
cargo transportation from station i to station j. 
All elements of the matrix take non-negative 
integer values;

 – vector of dimension N 
that characterizes the initial location of wagons 
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on day t, the i-th element of this vector equals 
to the number of wagons that arrived at station 
i at time t  {1, ..., T }, which were dispatched 
in the previous month. All values of this vector 
take non-negative integer values.

The transport plan is characterized by the 
following matrices:

 – (N  N)-matrix, which 
elements characterize the number of loaded 
wagons sent from station i to station j at time  
t  {1, ..., T }. All elements of the matrix take 
non-negative integer values;

 – (N  N)-matrix, ij ele-
ment of which characterizes number of empty 
wagons sent from station i to station j at time  
t  {1, ..., T }. All elements of the matrix take 
non-negative integer values;

Denote by K1 and K2 the set of corresponding 
matrices for all moments of time t  {1, ..., T }, 
in other words , .

Also of interest is the final distribution of wag-
ons by stations and time in the planning month 
in accordance with the proposed plan K1, K2.

 – vector of 
length N, each element of which characterizes 
the number of wagons at station i at time t  
{1, ..., T }, which is implemented in accordance 
with the proposed plan K1 and K2 and the ini-
tial distribution of wagons . It is easy to 
see that for all t  {1, ..., T } and any station i  {1, 
..., N } , the value of the element  is 
determined by the formula below:

            	 (1)

where the function  is defined by the rule:

In other words, the number of wagons that 
is observed at station i at time t is equal to the 
number of wagons that arrived from the previ-
ous month in accordance with the value , 
as well as the number of wagons that were sent 
to station i by empty or loaded runs on the days 
 preceding the current day t (   {1, ..., t – 1 }), 

and that arrive at station i on this day t.

Now the mathematical statement of this prob-
lem can be written. Profit is the criterion of max-
imization

              	 (2)

The following restrictions must be satisfied:

          	
(3)

         	 (4)

        	
(5)

The target function (2) represents the profit 
from all freight runs after deduction of the costs 
associated with empty wagons runs. Optimiza-
tion is performed by managing amount of loaded 
runs К1

ij 
(t ) and empty runs К2

ij 
(t ). Restriction 

(3) is a balance restriction and means that the 
number of wagons sent from station i on day  
t  {1, ..., T } is exactly equal to the number 
of wagons that arrived there on that day. The 
number of arriving wagons  is 
determined in accordance with formula (1). 
Restriction (4) means that the number of 
loaded wagons sent from station i to station j on 
all days of the planning period must not exceed 
the number specified in the relevant request. 
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Problem (2)–(5) can be solved directly 
using Mixed-Integer Programming. However, 
due to the large dimension, the task of finding 
an integer solution may be impossible within 
a reasonable time. Therefore, instead of the 
original problem, linear relaxation is consid-
ered. This means that the following weaker 
condition is considered instead of condition 
(5):

           	 (6)

Thus, instead of problem (2)–(5), the fol-
lowing problem is considered (2), (3), (4), 
(6). The result of solving such a problem may 
be a fractional solution, which obviously can-
not be applied in practice. In this case, to get 
an integer solution, you must apply rounding 
methods to the resulting fractional solution. 
At the next stage, this statement of the prob-
lem will be rewritten in the format of linear 
programming.

3. Reducing the original problem  
to a linear programming  

problem

In order to solve the formulated problem 
by computer, the above designations must be 
presented in a different format. To do this, the 
matrices P, C, , as well as the matrix system 
К1(t ) and К2(t ), t  {1, ..., T } must be converted 
to long vectors. The system of vectors  and 

, t  {1, ..., T } also must be con-
verted into two single vectors. On the one hand, 
the matrices P and C are transformed into one 
PC vector by a special rule; on the other hand, 
by a similar rule, the matrices К1(t ) and К2(t ),  
t  {1, ..., T } are also combined into a vector 
К of the same dimension consistent with the 
PC vector. This is done so that the profit of 
the transport operator, which calculation for-
mula is used in (2), completely coincides with 
the scalar product of the two new vectors PC 
and К.

Vector K

Since the number of elements in all matrices 
К1(t ) and К2(t ), t  {1, ..., T } is equal to 2 ,  
the dimensions of the vectors PC and K also 
have to coincide with this value. When forming 
vector K, the question is in what order to place 
all the elements of the matrices К1(t ) and К2(t ),  
t  {1, ..., T }. After this order is defined, the 
PC vector is compiled accordingly and in the 
appropriate order. Let the first  elements 

of the vector K correspond to all elements of 
matrices К1(t ), t  {1, ..., T }. In this case, the 
first N 2 elements are taken from the matrix 

К1(1 ): the first N elements coincide with the 
first row of this matrix (the first row element 
is placed at the first position of the vector, the 
second row element – at the second position, 

etc.), the next N elements correspond to the 
second row, and so on. The next  elements 

of the vector K are written using a similar 
ordering of the elements of the matrix К1(2 ).  
By the same principle, the vector K is filled 
with elements of the other matrices К1(t ),  
t = 3, ..., T. The second half of the vector K, 
also consisting of  elements, is filled in the 
same way only by elements of the matrices 
К2(t ), t = 1, ..., T.

Vectors PC

In order to match the vector PC with the vec-

tor K, the first  of its elements are taken 
from the matrix P, the remaining  are filled 

from matrix C. The first N elements of the 
PC vector correspond to the first row of the P 
matrix (the first row element is placed in the 
first position of the vector, the second row ele-

ment - in the second position, etc.), the next N 
elements correspond to the second row of the P 
matrix, and so on. After the first  elements of 
the PC vector are defined by the specified pro-
cedure, this part of the vector is copied and put 
in place of the next  elements. Repeating this 
operation T – 1 times completes the formation 
of the first half of the PC vector, consisting of  
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 elements. The second half of this vector is 
filled in similarly with elements of the matrix 
C. The only difference in the fill-in rule is that 
each element of the second half of the PC vec-
tor is additionally multiplied by minus one. 
Thus, the first  elements of the PC vector 
are non-negative, and the next  elements of 
this vector are non-positive.

Vector Q, S0, S

Vector Q is formed from the matrix  by a 

similar rule (the first N elements of the vector 
correspond to the first row of the matrix, the 

next N elements correspond to the second row, 
and so on). The dimension of the new vector 
is .

Systems of vectors (t) and ,  
t  {1, ..., T } are transformed into two vectors 
by sequential concatenation of the vectors cor-

responding to each moment of time (the first N 
elements of each of the new vectors correspond 
to the vector (1) and (1, K1, K2), respec-
tively, and so on). In the end, we get two new 

vectors of size TN. The first one is denoted by 

through S 0, the second – through S.

With vectors PC and K, the optimization 
criterion (2) and condition (6) can be written 
in the new format. However, in order to write 
conditions (3) and (4), it is necessary to intro-
duce special matrices.

Matrix AQ

Let’s construct a matrix A
Q 

, which allows us 
to rewrite the condition (4). It is easy to see 
that the dimension of this matrix is equal to  
(   2 ). This is due to the fact that this 
matrix on the right is multiplied by the vec-

tor K, and the result of this multiplication is 
compared with the vector Q of dimension .  
Based on the fact that the elements of the 
matrix K2 (correspond to the last  ele-

ments of the vector K) do not participate in this 
restriction, all the elements of the matrix A

Q
 

located in the last  columns, are equal to 
zero. Now the first  columns of this matrix 
are necessary to define. Condition (4) means 
that for each route from station i to station j, 
the total number of loaded wagons sent on all 
days of the planning period cannot exceed the 
amount specified in the request – 

ij
. Based on 

this, it is easy to see that the first element of 
the first row is equal to one (it corresponds to 
the element К1

11
(1)). The next element equal 

to one located in the first row of matrix A
Q
 is at 

position  + 1  (it corresponds to the element 
К1

12
(2)) and so on – all elements equal to one 

occur in the first row T times with a period of 
 elements. Further, in the second row of the 

matrix A
Q
, the element equal to one is in the 

second position (it corresponds to the element 
К1

12
(1) ), the next element equal to one in the 

second row is at the position  + 2 (it corre-
sponds to the element К1

12
(2) ) and so on: also, 

with a frequency of  elements, all elements 
equal to one occur in the second row T times. 
For other rows of the A

Q
 matrix, the filling algo-

rithm is similar. Thus, if one divides matrix A
Q
 

into T blocks, each of size  by  elements, 
not considering the zero part (the last  col-
umns), then each block is equal to the iden-
tity matrix. After defining the matrix A

Q
 in the 

new format, condition (4) takes the form of  
A

Q
  К  Q, where the sign  implies a compo-

nent-by-component comparison of elements 
of both vectors.

Matrix Ain and Aout

It remains to rewrite condition (3). To do this 
in matrix form, one needs to define two matri-
ces, denoted by A

in
 and A

out 
. The A

in
 matrix 

is used to calculate the number of incom-
ing wagons to each of the stations at any time  
t  {1, ..., T }. The A

out
 matrix is used to calculate 

the number of outgoing wagons from each sta-
tion at any time t  {1, ..., T }. The dimension 
of each of the matrices is (TN  2 ). This is 
due to the fact that these matrices are multi-
plied on the right by the vector K. The result 
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of the product of the vector K on any of these 
matrices is related to the distribution of wagons 
by stations and time, so the number of rows in 
these matrices and the dimension of the result-

ing product of the vector must be TN. The first 

N elements of the resulting vector correspond 
to the distribution of wagons at all stations in 

the first period, the next N elements corre-
spond to the distribution of wagons at all sta-
tions in the second period, and so on until the 
period T. The matrix A

in
 allows us to represent 

the formula (1) as S = A
in 

 К.

Let’s write the A
out 

 matrix. As already men-
tioned, this matrix is designed to count the 
number of wagons sent from an each station i 
at any time t  {1, ..., T }. Where exactly these 
wagons are sent, in this case, is of no interest. 
Taking into account the order of elements of 
the vector K, it is easy to see that the first N 
elements of the first row of the A

out 
 matrix are 

responsible for the loaded wagons sent from 
the first station in the first period of time. So all 
these elements are equal to one. Then, all ele-
ments, starting from the element N + 1, up to 
the element T  inclusive, are equal to zero. 
The elements, starting from T  + 1, before 
the element T  + N, are equal to one. These 
elements are responsible for outgoing empty 
wagons. Other elements of the first row of 
the A

out 
 matrix are zero. The second row of 

the A
out

 matrix has a similar structure, with 
the difference that everything is shifted by 
N elements to the right. In other words, the 
first N elements of the second row are equal 
to zero, the next N elements are equal to 
one, then, starting from T  + N + 1, up to  
T  + 2N, all elements are equal to one, and 
the remaining elements of the second row 
are equal to zero. And so on, in each subse-
quent row, the coordinates of elements equal 
to one are shifted by N elements. Repeating 
this operation for all rows of the A

out 
matrix 

completes its formation.

It remains to define the  matrix. For 
each of the loaded and empty runs from sta-

tion  to station , the duration of such a run 
is known. It is equal to  for cargo and  

 for empty runs. Let’s see how this infor-
mation is reflected in the A

in
 matrix. To do 

this, consider an arbitrary transfer of loaded 
wagons in the amount of K1

ij
(t) from sta-

tion i to station j on day t of the plan-
ning period. This transfer corresponds to 
vector K element located at the position  
T  + (i – 1)N + j. Travel time on this route 
equals 1

ij
 . This means that after leaving on 

day t, the dispatched wagons will end up at sta-
tion j on day t + 1

ij
 . In terms of equation (1), it 

can be stated that as a result of this loaded trip, 
the value of the element  
will increase by K1

ij
(t) units. Therefore, if  

t + 1
ij
 does not exceed T, then the result of 

multiplying A
in

 by K is the increase in the coor-
dinates (t + 1

ij
 – 1)N +j of the vector S by 

K1
ij
(t) units. In order for this multiplication 

to give such a result, it is necessary that the 
element of the matrix A

in
 with the coordinates 

 be equal 
to one. An arbitrary empty run in the amount 
of K2

ij
(t) wagons from station i to station j on 

day t of the planning period, in case when  
t + 2

ij 
 does not exceed T, corresponds to the 

matrix A
in

 element equals to one with coordi-
nates . It 
can be seen that in the case of empty runs, 
the value T  is additionally added to the 
second component of the coordinate of the 
matrix A

in
 element equals to one. This is due 

to the fact that the empty runs in the vec-
tor K correspond to the second half of this 
vector, which begins with the coordinate  
T  + 1 and ends with the last element with 
the coordinate 2T . Thus, the algorithm for 
constructing the A

in 
matrix consists of taking 

a null matrix of size TN by 2T  and placing 
elements equal to one in it, iterating over all 
the elements of the vector K (or, what is the 
same, iterating over all the elements of the 
matrices К1(t) and К2(t),t  {1, ..., T }).

MODELING OF SOCIAL AND ECONOMIC SYSTEMS



BUSINESS INFORMATICS   Vol. 14  No 2 – 2020

29

After the A
in
 and A

out
 matrices are defined, the 

constraint (3) can be rewritten as A
in
  К + S

0
 = 

= A
out

  К or, similarly, as (A
out

 — A
in
)  К = S

0
.

Linear programming problem
After all vectors and matrices are defined in 

the new format, the problem (2), (3), (4), (6) 
may be rewritten in a new format:

                           	 (7)

Subject to

                         	 (8)

                                  A
Q
  К  Q;	 (9)

                                     K  0.	 (10)

The problem statement (7)–(10) is abso-
lutely identical to the task (2), (3), (4), (6), but 
its advantage is that it is written in the format of 
a classical linear programming problem, which 
allows one to solve it using appropriate meth-
ods and software tools.

4. Solving transport  
problem using artificial data  

as an example

As an illustrative example of solving the trans-
port problem, a simple model example with a 

small number of stations and a short planning 
horizon is considered.

Let the number of stations be 4 (N = 4), and 
the planning horizon is 3 days (T = 3). The list 
of received requests consists of five items. We 
present these requests in Table 1.

Based on the list of requests, one needs to cre-
ate two matrices – the matrix of tariffs P, ele-
ments of which are written in conditional units, 
and the matrix of the volume of requests :

        

Travel time of both loaded and empty wagons 
are given in matrices  and  bellow: 

Recall that the diagonal elements of the 
matrix  are taken to be equal to one. This is due 
to the fact that if the wagons are left at the sta-
tion until the next day, it is equivalent to their 
being sent from this station to itself on a trip 
lasting one day.

Table 1. 
List of requests for cargo transportation in the model example

№ Departure station Destination station Volume of requests  
(in wagons) Rate (in conditional units)

1 1 3 3 2.9

2 2 1 5 1.1

3 2 3 4 2.3

4 3 2 7 1.9

5 3 4 6 2.1
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The values of Russian Railways tariffs for 
empty runs, as well as rates expressed in condi-
tional units, are characterized by the values of 
matrix elements C:

It is assumed that wagons can stay at stations 
until the next day for free, so the diagonal ele-
ments of the matrix C are zero.

The initial distribution of wagons is charac-
terized by the following vectors:

During the period t = 3, wagons do not arrive, 
which is equivalent to the zero vector (3).

Let’s rewrite this problem in the new nota-
tion. The PC vector has a dimension of 2T  =  
=2  3  16 = 96. The representation of such a 
vector in explicit form will not fit on the page, 
so let’s consider the intermediate vectors p and 
c of length  = 16, made up on the basis of 
matrices P and C:

The PC vector is obtained by successive con-
catenation of these vectors, namely: 

The vector Q, obtained from the matrix  
and having dimension  =16, takes the fol-
lowing form: 

The vector S 0, which dimension is TN = 3  4 = 
= 12, is constructed on the basis of vectors  

(1 ) and (2 ) and has the following form: 

It remains to get the matrices A
in 

, A
out 

 and 
A

Q
. Dimension of the matrix A

Q
 equals to  

(   2T  ) = (16  96). Let’s write it in the 
sparse matrix format, i.e. specify the coordi-
nates of non-zero elements equal to one. The 
list of coordinates of elements equal to one 
of the A

Q
 matrix is as follows (here and eve-

rywhere else, the numbering of rows and col-
umns begins with one):

(1, 1), (2, 2), (3,3), (4, 4), (5, 5), (6, 6), (7, 7), (8, 8),   
(9, 9), (10, 10), (11, 11), (12, 12), (13, 13),  
(14, 14), (15, 15), (16, 16), (1, 17), (2, 18),  
(3, 19), (4, 20), (5, 21), (6, 22), (7, 23), (8, 24), 
(9, 25), (10, 26), (11, 27), (12, 28), (13, 29), 
(14, 30), (15, 31), (16, 32), (1, 33), (2, 34),  
(3, 35), (4, 36), (5, 37), (6, 38), (7, 39), (8, 40), 
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(9, 41), (10, 42), (11, 43), (12, 44), (13, 45), 
(14, 46), (15, 47), (16, 48).

The same format is used for the A
in 

and A
out

  
matrices, which dimension is (TN  2T  =  
= (12  96). The list of coordinates of elements 
equal to one of the A

in
 matrix:

(5, 1), (7, 3), (12,4), (5, 5), (6, 6), (8, 8),  
(5, 9), (10, 10), (7, 11), (5, 13), (10, 14),  
(7, 15), (8, 16), (9, 17), (11, 19), (9, 21),  
(10, 22), (12, 24), (9, 25), (11, 27), (9, 25),  
(11, 27), (9, 29), (11, 31), (12, 32), (5, 49),  
(7, 51), (5, 53), (6, 54), (8, 56), (5, 57),  
(10, 58), (7, 59), (5, 61), (10, 62), (7, 63),  
(8, 64), (9, 65), (10, 70), (12, 72), (9, 73),  
(11, 75), (9, 77), (11, 79), (12, 80).

List of coordinates of elements equal to one 
of the A

out
 matrix:

(1, 1), (1, 2), (1, 3), (1, 4), (2, 5), (2, 6),  
(2, 7), (2, 8), (3, 9), (3, 10), (3, 11), (3, 12),  
(4, 13), (4, 14), (4, 15), (4, 16), (5, 17), (5, 18), 
(5, 19), (5, 20), (6, 21), (6, 22), (6, 23), (6, 24), 
(7, 25), (7, 26), (7, 27), (7, 28), (8, 29), (8, 30), 
(8, 31), (8, 32), (9, 33), (9, 34), (9, 35), (9, 36),  
(10, 37), (10, 38), (10, 39), (10, 40), (11, 41), 
(11, 42), (11, 43), (11, 44), (12, 45), (12, 46), 
(12, 47), (12, 48), (1, 49), (1, 50), (1, 51),  
(1, 52), (2, 53), (2, 54), (2, 55), (2, 56), (3, 57), 
(3, 58), (3, 59), (3, 60), (4, 61), (4, 62),  
(4, 63), (4, 64), (5, 65), (5, 66), (5, 67), (5, 68),  
(6, 69), (6, 70), (6, 71), (6, 72), (7, 73), (7, 74),  
(7, 75), (7, 76), (8, 77), (8, 78), (8, 79), (8, 80), 
(9, 81), (9, 82), (9, 83), (9, 84), (10, 85),  
(10, 86), (10, 87), (10, 88), (11, 89), (11, 90), 
(11, 91), (11, 92), (12, 93), (12, 94), (12, 95), 
(12, 96).

After all vectors and matrices are defined, 
problem (7)–(10) can be solved. The result of 
solving this problem is vector K, which dimen-
sion is 2T  = 96. Let’s give one of the solu-
tions found, writing out the values of only non-
zero elements of vector K:

K
7
 = 2; K

10
 = 1; K19 = 2; K

37
 = 2; K

42
 = 4; K

44
 = 2;  

K
62

 = 3; K
65

 = 2; K
67

 = 1; K
79

 = 1; K
81

 = 2.

This solution may be rewritten in the format 
of matrices К1(t ) and К2(t ): 

	
(11)

	
(12)

The resulting solution (11), (12), due to the 
small scale of the problem, can also be repre-
sented by diagram shown in Figure 1.

The profit of the resulting solution can be cal-
culated in two equivalent ways – either based 
on the formula used in (2), or as the product of 
the vectors PC T  K. For this problem, its value, 
expressed in conditional units, is equal to 32.3.

Let’s analyze the resulting solution. It can 
be seen that one of the requests for the trans-
portation of 5 wagons from station 2 to sta-
tion 1 remained unfulfilled. The request 
for transportation of 7 wagons from station 
3 to station 2 must be partially fulfilled in 
the amount of 5 wagons. All other requests 
according to the plan are going to be fulfilled 
wholly. In accordance with the plan requests 
from station 1 to station 3, as well as from sta-
tion 3 to station 4, are going to be executed 
completely by using one run. Requests from 
station 2 to station 3 and from station 3 to 
station 2 have to be executed in stages – two 
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runs for the first request and three runs for 
the second one. Also, the plan found offers 
execution of several empty runs. So, on the 
first day, one empty wagon is sent from sta-
tion 4 to station 2, and two empty wagons are 
sent from station 4 to station 3. The duration 
of the first empty run is 2 days (the wagon 
will arrive at station 2 by the third period), 
the duration of the second empty run is one 
day. Similarly, on the second day there are 
two empty runs: one wagon from station 4 
to station 3 and two wagons from station 1 
to station 3, the duration of both runs is one 
day. There are no empty runs scheduled for 
the final third period.

Conclusion

This paper considers the transport prob-
lem that arises for transport operators when 
managing a fleet of freight rail cars. The 
approach proposed in this paper allows us 
to find the optimal plan on the entire set 
of possible routes, while the methods asso-

ciated with the column generation method 
search for optimal plans on subsets of all 
possible routes. The significant disadvantage 
of the proposed approach is that it requires 
significantly more time for calculation then 
methods associated with generating columns 
approach. Therefore, it is important to sug-
gest ways to modify this approach, which will 
lead to acceleration of computing processes. 

The large dimension of the problem is 
mainly due to the fact that statement (2)–
(4), (6) takes into account all possible routes, 
including those that do not actually exist. In 
particular, this applies to cargo routes. In this 
statement, all cargo routes are considered, 
although only a small percentage of them are 
relevant (only those specified in the requests 
are relevant). 

When solving the problem based on real 
data, the number of stations can be equal to 
about 1000, the dimension of the vector К 
in this case will be about 2T  = 1.2  108, in 
the case when planning horizon is T = 60. It 
is clear that in practice, the linear program-

Fig. 1. Schematic representation of the solution (11), (12)
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Loaded runs Empty runs

Station 4 
(arrive in next 
time window)
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time window)
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Station 3

Station 2
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Station 4

Station 3

Station 3
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Station 4

Day 1 Day 2 Day 3
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ming problem with such a dimension cannot 
be solved in a reasonable time. 

Vector К consists of two parts, the first 
part is based on matrices К1(t); the second 
part is based on matrices К1(t). If for empty 
routes it is not known in advance which of 
them will be used and which will not, then 
in the case of cargo routes it is known that 
only those specified in the requests will be in 
use, so the remaining routes may be removed 
from consideration. This means that it is 
more rational to take into account only those 
elements of the matrices К1(t), t  {1, ..., T } 
that correspond to the cargo routes specified 
in the submitted requests. Only these cargo 
routes should also be taken into account 
in the К vector, as there is no sense to take 
into account other cargo routes. Thus, the 
dimension of the vector К can be signifi-
cantly reduced. Obviously, it is necessary 
to exclude such routes not only from the К 
vector: the PC vector generation algorithm, 
as well as the A

Q 
, A

in
 and A

out
 matrix gener-

ation algorithms, also must be modified. In 
this paper, to simplify the presentation, the 
specified algorithms for forming vectors and 
matrices are not considered.

To assess how much the size of the prob-
lem can be reduced, let's look at the data of 
a real problem, in which N = 1126, and the 
number of requests equal to the number of 
demanded cargo routes is 1616. Under these 
conditions, the first part of the modified vec-
tor К, which is responsible for cargo runs, 
at T = 60 has the dimension T  1616 = 96960 
instead of T  =76072560. It is easy to see 
that the dimension of the first part of the 
vector К is reduced by almost 800 times. If 
the algorithm for forming the second part 
of the vector К responsible for empty runs 
is left unchanged, then the dimension of the 
vector К in the modified algorithm will be  
T  1616 + T  = 76169520 instead of 2T  = 
= 152145120, i.e. it will be reduced by almost 
half. 

Separately, it can be noted that the planning 
horizon of one month is too short to solve 
real problems. This is due to the fact that with 
such a planning horizon, the result of optimi-
zation may be a plan in which a large number 
of requests with the maximum rate, as well as 
the maximum distance and duration of routes 
will be planned for the last days of the planned 
month. The implementation of this plan will 
lead to the maximum possible profit in the 
planning month; however, this is fraught with 
the fact that in the month following the plan-
ning month, the wagons may be distributed 
in a manner extremely inconvenient both in 
space and in time of arrival at destination sta-
tions. Obviously, this may lead to a noticeable 
decrease in profit in the next month. Based 
on this, the planning horizon in the optimi-
zation model should be increased. However, if 
one increases the planning horizon to several 
months, then each of these months should be 
planned for its own separate list of requests. 
Generally speaking, the lists of requests for 
different months should not coincide, but 
since only the current list of requests is known 
for sure and the requests for the following 
months are unknown, within the model it can 
be assumed that the lists of requests expected 
in the future months coincides with the cur-
rent list. We consider it reasonable to take 
two months as the planning horizon, such an 
expansion of the planning horizon will lead 
to a twofold increase in the dimension of the 
problem.

Further work on the model should be done 
in the direction of taking into account more 
factors, as well as in the direction of optimiz-
ing computational processes by reducing the 
dimension of the problem. All of the above is 
expected to be taken into account in future 
works. 
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