
BUSINESS INFORMATICS   Vol. 15  No 1 – 2021

30

DOI: 10.17323/2587-814X.2021.1.30.46 

Trends in data mining research:  
A two-decade review using  
topic analysis

Yuri A. Zelenkov 
E-mail: yzelenkov@hse.ru 

Ekaterina A. Anisichkina
E-mail: eaanisichkina@edu.hse.ru

National Research University Higher School of Economics 
Address: 20, Myasnitskaya Street, Moscow 101000, Russia 

Abstract

This work analyzes the intellectual structure of data mining as a scientific discipline. To do this, we use 
topic analysis (namely, latent Dirichlet allocation, LDA) applied to the proceedings of the International 
Conference on Data Mining (ICDM) for 2001–2019. Using this technique, we identified the nine 
most significant research flows. For each topic, we analyze the dynamics of its popularity (number of 
publications) and influence (number of citations). The central topic, which unites all other direction, 
is General Learning, which includes machine learning algorithms. About 20% of the research efforts 
were spent on the development of this direction for the entire time under review, however, its influence 
has declined most recently. The analysis also showed that attention to topics such as Pattern Mining 
(detecting associations) and Segmentation (object separation algorithms such as clustering) is decreasing. 
At the same time, the popularity of research related to Recommender Systems, Network Analysis, and 
Human Behaviour Analysis is growing, which is most likely due to the increasing availability of data and 
the practical value of these topics. The research direction related to practical Applications of data mining 
also shows a tendency to grow. The last two topics, Text Mining and Data Streams have attracted steady 
interest from researchers. The results presented here shed light on the structure and trends of data mining 
over the past twenty years and allow us to expand our understanding of this scientific discipline. We can 
argue that in the last five years a new research agenda has been formed, which is characterized by a shift 
in interest from algorithms to practical applications that affect all aspects of human activity.
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Introduction

The term “data mining” (DM) 
appeared in the 1960s to describe the 
search for correlations without an a 

priori hypothesis [1]. According to the widely 
accepted definition that is used in many text-
books now, data mining is the extraction of 
implicit, previously unknown, and potentially 
useful information from data [2, 3]. Besides, 
Rather [4] defines data mining as a combina-
tion of three easy concepts:

 statistics that include the classical descrip-
tive tools, e.g. degrees of freedom, F-ratios, and 
p-values, but exclude inferential conclusions;

 big data as an umbrella term for datasets of 
any size with the accent on big size since a tre-
mendous amount of data impacts almost every 
aspect of our lives;

 machine learning (ML), i.e. tools to build 
computer programs that sift through data-
bases automatically, seeking regularities or 
patterns [2].

Statistics and machine learning provide the 
technical basis of data mining. They are used 
to extract information from the raw data. Some 
authors also view DM as part of the process 
for knowledge discovery from data (KDD). 
This process may include techniques such as 
data preprocessing (cleaning and integration), 
data storage, online analytical processing, data 
cubes, etc. [3].

As follows from these definitions, data min-
ing is a scientific discipline that combines 
achievements in several areas of research. The 
structure of any scientific discipline can be 
represented as a set of evolving topics, i.e. sig-
nificant, implicit associations hidden in frag-
mented knowledge areas. Trends in these top-
ics (for example, a change in the number of 
publications and their citation) reflect a shift 
in the interests of the research community. In 
particular, the study of this dynamic allows 
us to determine the most relevant areas of 
research in the present and extrapolate them 

in the near future. In addition, understand-
ing the fundamental shifts in the interests of 
researchers helps us to determine the place of 
the studied discipline in the general body of 
human knowledge, its interaction with other 
disciplines and the overall contribution to 
human progress.

The traditional method of studying the struc-
ture of a scientific discipline is survey or review. 
However, due to the interdisciplinary nature of 
data mining, there are practically no reviews 
considering DM as a single discipline (yet it 
should be noted that surveys of narrower topics 
are published continuously).

In a review paper published in 2006, Yang and 
Wu [5] noted that data mining had achieved tre-
mendous success. However, there is still a lack 
of timely exchange of essential topics in the 
community as a whole. Authors of [5] ranked 
the ten most important problems in DM: 

 developing a unifying theory of data min-
ing;

 scaling up for high dimensional data and 
high-speed data streams;

 mining sequential data and time series data;

 mining complex knowledge from complex 
data;

 data mining in graph-structured data;

 distributed data mining and mining multi-
agent data;

 data mining for biological and environ-
mental problems; 

 data mining process-related problems; 

 security, privacy, and data integrity; 

 dealing with non-static, unbalanced and 
cost-sensitive data.

These problems divide the overall DM 
research flow into smaller, more focused seg-
ments. In 2010, Wu provided additional com-
ments on these challenging issues [6], and they 
were the subject of discussion in a special panel 
at the 10th International Conference on Data 
Mining (ICDM).
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Yang and Wu [5] view the development of a 
unified theory of DM as the most critical issue. 
It should be a theoretical framework that uni-
fies different techniques designed for individ-
ual problems, including clustering, classifica-
tion, association rules, etc., as well as different 
data mining technologies (such as statistics, 
machine learning, database systems, etc.). It 
should help the field and provide a basis for 
future research.

Most of the identified problems relate to algo-
rithms for working with data types that became 
relevant in the 2000s (ultra-high dimensional 
data, high-speed data streams, time series, net-
works and other complex data). The authors of 
[5, 6] consider ecological and environmental 
informatics as the most important area of DM 
applications.

In addition to the analysis of critical chal-
lenges, work [6] presents a list of the most 
important topics of data mining (Table 1). 
This list was obtained based on expert opin-
ions; hence, it can serve as a reference to the 
structure of the scientific discipline. However, 
the expert-based approach does not provide 
quantitative metrics that measure the relative 
importance of various topics and their change 
over time.

Liao et al. [7] presented a review of the liter-
ature on data mining techniques and applica-
tions from January 2000 to August 2011. They 
selected 216 articles from 159 academic jour-
nals using keywords like ‘data mining,’ ‘deci-
sion tree,’ ‘artificial neural network,’ ‘clus-
tering,’ etc. Based on papers selected, they 
identified nine categories of DM techniques 
(systems optimization, knowledge-based sys-
tems, modeling, algorithm architecture, neu-
ral networks, etc.). In addition, the authors of 
[7] presented the essential trends in data min-
ing. According to the results presented, the 
most important trend is the Association Rules 
(rank 5), followed by Neural Networks (rank 
4) and then Classification and Support Vector 
Machines (both have rank 3). The authors do 

not describe the method for ranking; however, 
we can assume that it is based on counting the 
number of references on each technique in the 
analyzed corpus of publication.

To the best of our knowledge, the publica-
tions cited above are the only ones that exam-
ine the dynamics of data mining as a single sci-
entific discipline. As already noted, they are 
based on subjective assessments.

The idea of our work is to apply formal meth-
ods of topic analysis to publications in the field 
of data mining. As an object of analysis, we 
use the proceedings of the International Con-
ference on Data Mining (ICDM), which has 
been held annually since 2001.

1. Data

The International Conference on Data Min-
ing (ICDM) is a top conference that, along 
with the SIGKDD Conference on Knowledge 

Table 1. 
Top 10 data mining topics [6]

No Topic

1 Classification (including C4.5, CART, kNN,  
and Naive Bayes)

2 Statistical learning (SVM and mixture models)

3 Association analysis

4 Link mining (e.g. PageRank algorithm)

5 Clustering

6 Bagging and boosting

7 Sequential patterns

8 Integrated mining (e.g. integrating classification 
and association rule mining)

9 Rough sets

10 Graph mining
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Discovery and Data Mining (KDD), ACM 
International Conference on Web Search and 
Data Mining (WSDM) and a few others, forms 
a network of major forums in the field of data 
mining and knowledge discovery from data. 
The Web of Science (WoS) database contains 
information on 5120 publications of the main 
ICDM tracks and related workshops. Figure 1 
represents the time distribution of these publi-
cations.

The WoS database contains such data as the 
authors, title of publication, abstract, and the 
number of citations that are necessary for our 
study.

2. Research method

One of the most popular techniques of bib-
liometric networks analysis is term-level cou-
pling implemented in VOSviewer software [8]. 
This approach allows us to identify clusters of 
terms that can be viewed as more or less stable 
implicit structures shaping the scientific disci-

pline. Authors of a review of literature-based 
discovery [9] list the main computation tech-
niques that automate the knowledge discov-
ery process. They noted that topic modeling 
that allows observing how topic-level informa-
tion is propagated among documents provides 
more deep insight of document corpora than 
term-level analysis. However, topic modeling 
is still relatively rarely used in literature analy-
sis [9, 10].

Mann et al. [11] used a combination of topic 
modeling and citation analysis to estimate the 
impact factor of the topic over time and topical 
diversity of documents in computer science. 
Dam and Ghose [12] used topic modeling to 
analyze the content of the proceedings of the 
International Conference on Principles and 
Practices of Multi-Agent Systems (PRIMA). 
Among recent works, Zelenkov [10] applied 
topic analysis to the knowledge management 
area. The last paper pays special attention to 
the topic dynamics, i.e. how a number of pub-
lications and citations regarding each topic 

Number of publications

Fig. 1. Distribution of ICDM publications
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changes in time. It helps shed light on the shift 
in research interest and identify critical trends 
of the present time.

Yet another application of topic analysis is 
presented in [13], where it is used to quantify 
the similarity and evolution of scientific disci-
plines. In [14] the authors propose topic evo-
lution trees generated from the heterogeneous 
bibliographic network.

A topic is a set of words that often co-occur 
in texts related to a given subject area. Prob-
abilistic topic modeling is based upon the 
idea that documents are mixtures of topics, 
where a topic is a probability distribution 
over terms. 

Let there be a finite set of topics T, which is 
not known. Each use of the term w in docu-
ment d is associated with some topic t  T. 
Thus, a collection of documents is consid-
ered as a set of triples (d, w, t ) selected ran-
domly and independently from the distribution 
defined on a finite set D  W  T. Documents 
d  D and the terms w  W are observable vari-
ables. The topics t  T are latent variables that ​​
must be defined.

The topic model automatically detects latent 
topics by the observed frequencies of words in 
the documents: 

Thus, the input of the algorithm is a matrix  
D  W, which cells contain counts of the word 
w in document d.

To prepare matrix D  W, we used abstracts 
of 5120 papers downloaded from the Web of 
Science database, as described in the previous 
section. According to [15], differences between 
abstract and full-text data are more apparent 
within small document collections. Therefore, 
we have selected abstracts as an object of anal-
ysis.

According to the general text mining tech-
nique, abstracts were tokenized, and the terms 
obtained were converted to standard form. 

Next, words that belong to an extended stop 
word list were deleted. The extended stop-
word list includes standard English stop-words 
and corpus-specific words that appear in less 
than 5% and more than 60% of documents. 
We also created bigrams to join terms often co-
occurred beside. As a result, we got a sparse 
matrix D  W with dimensions of 5120  1000, 
only 1.62% of the cells of which contain values ​​
greater than zero.

To compute the topics, we used a latent Dir-
ichlet allocation (LDA) algorithm that is based 
on the additional assumption that the distribu-
tion  of documents d and distribution  of 
topics  are spawn by Dirichlet distributions 
[16]. To build the model, one should define a 
number of topics | T |; the LDA algorithm com-
putes distributions  and . As a result, each 
topic is presented by the weighted list of words; 
the weight of a word corresponds to its impor-
tance in the topic definition. The weighted list 
of topics presents each document; the weight 
of the topic corresponds to its significance in 
the document.

Determining the number of topics is a crit-
ical issue in topic analysis; many authors use 
various kinds of grid search ​​optimizing a spe-
cific metric [10]. We used more advanced tech-
niques, namely, Bayesian optimization [17]. 
Such an approach allows us to optimize simul-
taneously not only the number of the topics 
and also parameters of  and  distributions 
and other parameters of the algorithm. The 
optimization target is a perplexity which meas-
ures the convergence of a model with a given 
vocabulary W:

The perplexity of collection D is a measure of 
the language quality and is often used in com-
putational linguistics. In our case, language is 
the distribution of words in documents .  
The less perplexity, the more uneven this dis-
tribution.
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In general, the approach presented satisfies 
the guidelines to LDA users presented in [18].

An additional metric that we use to assess the 
quality of the model is diversity, i.e. the entropy 
of the distribution of words that characterize 
the topic:

             	 (1)

where n
w
 is the number of words describing 

topics; 

p
t
(w

i
) is the weight of i-th word in the topic t.

Since this metric is normalized by the 
number of features (words), it’s possible val-
ues ​​are in the range [0; 1]. The value 0 corre-
sponds to the maximum focus when only one 
term describes the topic. Value 1 determines 
the situation when all the features are present 
in the description of the topic with the same 
weights, i.e. it is not identified. In a valua-
ble model, the values of this metric should 
be the small ​and approximately the same for 
all topics.

When the optimal number of topics and cor-
responding topic distribution for each docu-
ment are found, we can study topic dynam-
ics. Let 

dt 
 is the weight of topic t in document  

d ( ). So, the overall popularity of topic 
across all documents can be defined as [10]:

                              .	 (2)

To measure the topic popularity in a particu-
lar year y it is enough to set D = D

y
 in (2), where 

D
y
 is the set of all papers in year y.

Let C
d
 is the number of citations of document 

d and C =  . An impact of the topic can be

defined as [10]:

                              	 (3)

By analogy, to obtain the topic impact in the 
particular year, one should set D = D

y
 in (3).

3. Results and discussion

Performing all preprocessing operations 
described in the previous Section and 100 iter-
ations of Bayesian optimization of the LDA 
model, we found that the optimal number of 
topics is 9, and the corresponding value of per-
plexity is 568.75.

Analyzing the dominant terms (Figure 2), we 
can conclude that each topic represents some 
coherent area of research. The weights of top-
ics in documents are either large (i.e. the topic 
is strongly related) or near zero (i.e. the topic is 
unrelated).

Thus, to assign the labels, we analyzed the 
term distributions and most representative 
papers for each topic. To select the most rep-
resentative papers, we sorted the publications 
by the topic weight and next by the number of 
citations, both in descending order. Figure 2 
presents the labels assigned, and Table 2 lists 
the topics description. 

Table 2 also presents the values of diversity, 
popularity and impact for each topic in the 
entire collection D, calculated in accordance 
with (1), (2) and (3), respectively. Please note 
that the sum of both popularity and impact is 
1, so the values presented can be considered as 
a share of a particular topic in the total flow of 
data mining research, i.e. its total weight.

Additional useful information can be 
obtained from the analysis of the distribution 
of the topics’ weights in the document corpora 
(Figure 3). For a more effective presentation, 
we excluded from the graph for each topic doc-
uments in which the weight of this topic is 0.

As follows from Table 2, the topic that has 
attracted the most attention over the past 20 
years is General Learning. More than 20% of 
efforts in the field of data mining were spent in 
this direction. The works of this direction cover 
the widest spectrum of machine learning issues, 
e.g. the features selection [19] (the weight of 
dominant topics in this document is 

dt
 = 0.974),  
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multi-label classification using ensem-
bles [20] (

dt
 = 0.963), gradient methods [21]  

(
dt
 = 0.925), etc. These example papers were 

selected since they all have a large number of 
citations (more than 90, according to WoS). 
Interestingly, proceedings with the maximum 
weight of this topic are mainly devoted to ker-
nel methods, e.g. [22] with 

dt
 = 0.990. Note, 

that according to Figure 3, this topic has a 
weight close to 1 in the largest number of doc-
uments (more than 100). These articles focus 
solely on machine learning methods and do 
not overlap with other topics.

We defined the second important topic  
(  0.121) as Human Behavior Analysis 
because it focuses on the detection and pre-

Fig. 2. Visualization of the topic model using word clouds  
(each word cloud represents one detected topic where the size  

of words indicates the relevance of each word to that particular topic)

diction of patterns in the activities of groups 
of people and systems that these groups influ-
ence. In this area, issues are studied, such as 
the effect of price promotions [23] (

dt
 = 0.988), 

finding suspicious financial transactions [24]  
(

dt
 = 0.985), bitcoin volatility [25] (

dt
 = 0.985), 

and others. Note that a significant part of these 
works is presented at the workshops accompa-
nying the main conference.

The next topic is Pattern Mining, as it focuses 
on association (rule) extraction, i.e., on the 
task of finding correlations between items in a 
dataset. Researchers study as a practical appli-
cation of association rules (e.g. market basket 
data) and general features of patterns found in 
large databases. On the one hand, it can be the 
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The research flow, which we call Data 
Streams, concerns time-dependent models. It 
includes more or less traditional analysis and 
prediction of time series with concept drift [31] 
(

dt
 = 0.981), and relatively more rare mod-

els, e.g. ones based on Granger causality [32]  
(

dt
 = 0.987).

The Applications topic combines works 
mainly devoted to the practical use of data 
mining methods, and which do not apply to 
other directions highlighted above. Examples 
are the detection of events using the co-loca-
tions of mobile users [33] (

dt
 = 0.987) and bio-

metric security model for medical Internet of 
Things [34] (

dt
 = 0.983).

The research direction Network Analysis 
deals with graph models allowing us to restore 
the spatial structure or topology of the investi-

Table 2. 
Topics of Data Mining

Topic Comments Diversity Popularity Impact

Text Mining Pattern detection in texts 0.779 0.107 0.110

General Learning Machine learning algorithms and related methods 
like feature selection, class labeling, etc. 0.826 0.213 0.211

Segmentation Methods based on object separation techniques: 
clustering, outlier detection, etc. 0.777 0.084 0.080

Applications Practical use of data mining methods 0.826 0.097 0.095

Data Streams Time-dependent models 0.805 0.097 0.102

Recommender 
systems

Algorithms that provide useful and explainable 
recommendations 0.799 0.076 0.079

Pattern Mining General issues of finding correlations between items 
in data 0.750 0.110 0.114

Network Analysis Community and influence flow detection in various 
networks 0.762 0.093 0.111

Human Behavior 
Analysis

Detection and prediction of patterns in the people’s 
behavior: customer churn, market segmentation, 
fraud and security threats, etc.

0.844 0.121 0.096

identification of maximal frequent itemsets, 
i.e. an itemset that occurs in at least a sys-
tematic and realistic set of experiments [26]  
(

dt
 = 0.960). On the other hand, it can be a 

pattern consisting of infrequent, but highly 
correlated items rather than ones that occur 
frequently [27] (

dt
 = 0.987). Note that it is the 

most focused topic (with the lowest value of 
H

t 
).

The most representative proceedings of the 
Text Mining topic consider issues such as the 
identification and ranking of authors [28]  
(

dt
 = 0.974), topic modeling [29] (

dt
 = 0.969), 

and text clustering using semantics-based 
models [30] (

dt
 = 0.988). This is a research 

area with clear boundaries, which includes pat-
tern detection in texts only and does not con-
sider other types of unstructured data.
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gated object. The most popular topic of such 
a kind of research is community detection 
using various methods of network analysis [35]  
(

dt
 = 0.983). The next issue attracting grow-

ing attention recently is the analysis of influ-
ence flows [36] (

dt
 = 0.985), including pre-

dictions of the popularity of messages in social 
networks.

We labeled the next topic as Segmenta-
tion since it includes not only a wide spec-
trum of clustering algorithms [37] (

dt
 = 0.977) 

but applications that are based on object sepa-
ration techniques, e.g. outlier detection [38]  
(

dt
 = 0.981). Please note that according to our 

model, this topic is dominated in works that deal 

with unstructured data (images, video, sound). 
However, in most cases, the weight of this topic 
in these kinds of applications does not exceed 
the weights of other topics significantly.

Finally, the last but not least topic detected 
by our model is Recommender Systems. This 
direction does not need additional comments. 
It is only worth noting that recently researchers 
have paid special attention to the generation 
of explainable recommendations, which pro-
vides explanations about why an item is recom-
mended [39] (

dt
 = 0.986).

According to Figure 3, in addition to Gen-
eral Learning, only in three other areas is there 
a relatively large number of articles with a topic 

Fig. 3. Distribution of the topics’ weights in the document corpora  
(the horizontal axis shows the weights, the vertical axis shows the number of documents)
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weight close to 1. These are Segmentation, Pat-
tern Mining and Text Mining. These topics are 
also subsections of machine learning, so a rel-
atively large number of articles focused exclu-
sively on algorithms is published under each of 
these areas. On the other hand, a topic such 
as Applications has virtually no such focused 
papers. It also has a big value of diversity met-
ric according to (1). This can be explained by 
the fact that works regarding practical applica-
tions, as a rule, also present new modifications 
of algorithms.

Our model does not distinguish artificial neu-
ral networks (ANN) as a separate direction of 
data mining. This contradicts [7] but is consist-
ent with [5] and [6]. According to our results, 
publications that use ANN models relate most 
often to the areas of General Learning and 
Segmentation.

Fig. 4. A topic co-occurrence
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Topics 

The next issue that should be considered is 
topic collaboration, i.e. the topics’ co-occur-
rence. Let 

di
  and 

dj
 be the weights of the top-

ics i and j, respectively, in document d. Thus, 
we can define the topics’ co-occurrence in 
this document as a product 

di
 

dj
 . The maxi-

mal possible value of the co-occurrence of two 
topics in one document is 0.25 when 

di
 = 

dj
 = 

0.5. From this, the maximal possible value of 
the topics’ collaboration in the document cor-
pus is 0.25  |D |.

Thus, the topic collaboration in the docu-
ment corpus can be computed as

Figure 4 presents these data. General Learning 
can be viewed as a central topic since it is most 
closely related to other areas of research. Human 
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Behavior Analysis also has relatively strong con-
nections with other directions. Recommender 
Systems, Network Analysis, and Text Mining 
are more isolated topics in our model because 
they are based on specialized algorithms.

The next stage of the analysis is a study of the 
dynamics of popularity and the impact of iden-
tified topics. Popularity is the derivative of the 
number of publications, and the impact is com-
puted using the number of citations. Figure 5  
presents the dynamics of the topics’ popular-
ity (solid line), according to (2). The dashed 
line shows the trend. Figure 6 presents the same 

data for the topics’ impact, according to (3). 
These data shed light on the drift of interests 
of the data mining community regarding each 
research area.

Please note that the popularity and influ-
ence of many topics are subject to significant 
fluctuations. On the one hand, this can be 
explained by a short-term shift in the atten-
tion of researchers to hot topics. On the other 
hand, ICDM, although it is one of the most 
representative forums in the field of Data 
Mining, may not fully reflect the real dynam-
ics of this discipline. For example, the word-

Fig. 5. The dynamics of the topics’ popularity (solid line) and the trend (dashed line)
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ing of call for papers and the conference tracks 
by a program committee may affect research-
ers who submit works. However, we believe 
that an analysis of publications for 2001–2019 
allows us to identify global trends, which is 
the goal of our study.

The data presented show that research atten-
tion to Pattern Mining is sharply decreasing 
both in terms of popularity and impact. The 
same, but less pronounced tendency is also 
characteristic of General Learning and Seg-
mentation. These trends require more in-
depth study. Firstly, it can be assumed that 

this is because the achievements in the field 
of machine learning algorithms and related 
techniques, including associations mining, are 
already so outstanding that further advance-
ment requires serious efforts. Today, the most 
activity is observed in the field of deep learning, 
though, according to our results and analysis in 
[5, 6], deep neural networks are not directly 
related to Data Mining.

At the same time, the popularity of research 
related to Recommender Systems, Network 
Analysis, and Human Behavior Analysis is 
growing, which is most likely due to the increas-

Fig. 6. The dynamics of the topics’ impact (solid line) and the trend (dashed line)
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ing availability of data and the practical value 
of these topics. The research direction related 
to practical Applications of data mining also 
is tending to grow. This can also explain the 
decline in interest in foundational algorithms; 
a significant part of the research community is 
focusing on more relevant practical issues.

The last two topics, Text Mining, and Data 
Streams have attracted steady interest from 
researchers. The results presented shed light on 
the structure and dynamics of data mining over 
the past twenty years and allow us to expand 
our understanding of this scientific discipline.

The next issue that is of interest from ana-
lyzing the content of publications is the diver-
sity of documents. By analogy with (1), we can 
determine the diversity of a document through 
the entropy of its topics: 

where 
di
  is the weight of the topics i in docu-

ment d;

 is the number of topics.

Figure 7 presents the mean diversity of pro-
ceedings of ICDM for 2001–2019. We see that 
the topic diversity of documents has grown 

steadily since the first conference and peaked 
in 2015. Over the past four years, there has 
been a reduction in the number of topics cov-
ered in one document. 

We believe that this can be explained as fol-
lows. In the early 2000s, the main interest of 
researchers was focused on the knowledge dis-
covery algorithms, which is presented by a list 
of critical topics highlighted in [5] and con-
firmed in [6] (Table 1). As they matured, these 
algorithms expanded their applications. Con-
sequently, the set of topics covered in one sci-
entific publication became more and more 
widespread. This can be considered as a search 
in the topic space that peaked in 2015. After 
2015, a new research agenda was formed. As 
shown above, General Learning algorithms, as 
well as related areas such as Pattern Mining and 
Segmentation, are shifting to the background, 
although they continue to play an important 
role. More practical applications related to 
human behavior analysis, recommender sys-
tems, analysis of network communities, etc., 
come to the fore.

Table 3 presents a comparison of the data 
mining topics detected in our work and in [5] 
and [6]. Most of the topics of 2010 concen-
trate in the direction of General Learning. We 
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That refers to the practice of basing decisions 
on the analysis of data rather than purely on 
human knowledge and intuition. Authors of 
[42] report that the use of DDD in US man-
ufacturing nearly tripled (from 11 percent to 
30 percent of plants) between 2005 and 2010. 
More recent studies confirm the increasing 
role of DDD as one of the best management 
practices [43].

The description of DDD which is given in 
management literature entirely coincides with 
the definition of Data Mining discussed at the 
beginning of our work. DDD also includes the 
engineering and processing of data and the dis-
covery of useful patterns. However, DM con-
siders this activity from a technological point of 
view. DDD approaches this issue in the context 
of closely related processes in the organization, 
including purely human activities. Nevertheless, 
we can consider the growing interest in DDD as 
one of the key drivers affecting the shift in DM 
studies that is presented in Figure 7.

Conclusion

We presented a study of the intellectual struc-
ture of Data Mining as a scientific discipline 
carried out using topic analysis. This approach 
made it possible to identify nine main areas in 
Data Mining and to study their dynamics. 

The main result of our work is that we have 
discovered a shift in interests from machine 
learning algorithms to more practical appli-
cations. According to our data, this change of 
focus took shape in the middle of the 2010s. 
We attribute this shift to a combination of three 
factors:

Firstly, the basic data mining algorithms have 
reached a high level of maturity. 

Secondly, with the development of social 
networks, a large amount of data has become 
available. 

Third, there has been a steady demand 
from the business for data-driven decision-
making. 

Table 3. 
Mapping Data Mining topics

Data Mining  
Topics in 2020 

(this work)

Data Mining Topics 
 in 2010 [5, 6]

Text Mining Link mining (e.g. PageRank 
algorithm)

General Learning

Classification (including C4.5, 
CART, kNN, and Naïve Bayes)

Statistical learning  
(SVM and mixture models)

Bagging and boosting

Integrated mining  
(e.g. integrating classification 
and association rule mining)

Rough sets

Segmentation Clustering

Applications NA

Data Streams Sequential patterns

Recommender 
systems NA

Pattern Mining Association analysis

Network Analysis Graph mining

Human Behavior 
Analysis NA

included rough sets also in this category since 
this theory is applied to the classical knowledge 
discovery problems, such as discovering pat-
terns in missing data [40]. 

New topics, the rapid growth of which our 
model identified, were not considered at all in 
2010. We also note that the Text Mining topic 
detected in our work includes a much larger 
range of technologies and applications than 
searching for relations between documents.

Interestingly, in the middle of 2010s, 
researchers in the field of economics and man-
agement recorded an increase in interest in 
Data-Driven Decision Making (DDD) [41]. 
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