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Abstract

This paper presents the task of recognizing product information (PI) (i.e., product names, prices, 
materials, etc.) mentioned in customer statements. This is one of the key components in developing artificial 
intelligence products to enable businesses to listen to their customers, adapt to market dynamics, continuously 
improve their products and services, and improve customer engagement by enhancing effectiveness of a 
chatbot. To this end, natural language processing (NLP) tools are commonly used to formulate the task 
as a traditional sequence labeling problem. However, in this paper, we bring the power of machine reading 
comprehension (MRC) tasks to propose another, alternative approach. In this setting, determining product 
information types is the same as asking “Which PI types are referenced in the statement?” For example, 
extracting product names (which corresponds to the label PRO_NAME) is cast as retrieving answer spans to 
the question “Which instances of product names are mentioned here?” We perform extensive experiments 
on a Vietnamese public dataset. The experimental results show the robustness of the proposed alternative 
method. It boosts the performance of the recognition model over the two robust baselines, giving a 
significant improvement. We achieved 92.87% in the F1 score on recognizing product descriptions at Level 1.  
At Level 2, the model yielded 93.34% in the F1 score on recognizing each product information type.
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Introduction

Product Information (PI) is all the data about 
the products that a company sells. It includes 
a product’s technical specifications, size, 

materials, prices, photos, schematics, etc. E-com-
merce requires companies to collect clear basic PI 
that consumers can actually understand and place 
orders. Without PI1, the product could not be found 
and sold online at all. 

Recognizing PI is crucial for widespread applica-
tions. For example, in the e-commerce field, it is vital 
to integrate this component to develop AI products 
like chatbots [1] to enhance customers’ experiences. 
Chatbots significantly help reduce customer support 
costs, while increasing customer satisfaction with 
an AI chatbot that can recognize customer intents, 
instantly provide information, on any channel, and 
never take a day off. Identifying PI also helps to bet-
ter analyze the sentiments [2] in comments/reviews 
of their customers. With PI, we can associate specific 
sentiments with different aspects of a product to ana-
lyze customer sentiments and opinions from reviews. 
This would improve the product and help make better 
marketing campaigns.

Conventionally, the task of PI recognition is formu-
lated as a sequence labeling problem. It is a supervised 
learning problem that involves predicting an output 
sequence for a given input sequence. Most research 
in this field has proposed different machine learning 
approaches using handcrafted features or neural net-
work approaches [3, 4] without using handcrafted fea-
tures.

1	 In this paper, we consider seven types of PI types including categories, attributes, extra-attributes, brands, 
packsizes, numbers, and unit-of-measurements (uoms). 

2	 https://github.com/oanhtt84/PI_dataset/tree/main 

In this paper, we bring the power of machine read-
ing comprehension (MRC) to this task. This idea is 
significantly inspired by a recent trend of transforming 
natural language processing (NLP) tasks to answering 
MRC questions. Specifically, Levy et al. [5] formu-
lated the relation extraction task as a QA task. McCann 
et al. [6] transformed the tasks of summarization or 
sentiment analysis into question answering. For exam-
ple, the task of summarization can be formalized as 
answering the question “What is the summary?” Li et 
al. [7] formalized the task of entity-relation extraction 
as a multi-turn question-answering problem.

So far, most current work has focused on high-
resource languages. Therefore, to narrow the gap 
between low and high-resource languages, this paper 
also targets the Vietnamese language. This paper pro-
posed an alternative way to extract PI by modeling it as 
a MRC problem. We conduct many extensive exper-
iments on a public dataset by Tran et al. [1] and the 
results demonstrate that this approach introduces a 
significant performance boost over robust existing sys-
tems. The main contribution of this paper can be high-
lighted as follows:

	♦ We proposed an alternative method to recognize PI 
by tailoring the MRC framework to suit the specific 
requirement of the task.

	♦ We have conducted extensive experiments to verify 
the effectiveness of the proposed approach on a pub-
lic Vietnamese benchmark dataset2.

The remainder of this paper is organized as follows. 
Related work is presented in Section 1. Section 2 shows 
how to formulate the task as an MRC problem and 
then describes the method for generating questions, as 
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well as the model architecture. Section 3 describes the 
experimental setups, experimental results, and some 
discussions. Finally, we conclude the paper and figure 
out some future lines of work. 

1. Related work

This section first presents the work on PI identi-
fication, and then describes related work about the 
machine reading comprehension (MRC) tasks. 

1.1. Work on PI recognition 

Information retrieval chatbots are widely applied 
as assistants, to support customers formulate their 
requirements about the products they want when plac-
ing an order online. In order to develop such chatbots, 
most current systems use information retrieval tech-
niques [8,  9] or a concept-based knowledge model 
[10] to identify product information details mentioned 
by their customers. Towards building task-oriented 
chatbots, Yan et al. [11] presented a general solution 
for online shopping. To extract PI asked by custom-
ers, the system matched the question to basic PI using 
the DSSM model. Unfortunately, these studies do not 
support customers who are performing orders online, 
and some external data resources exploited in their 
research are intractable in many actual applications.

Most work has been done for rich-resource lan-
guages such as English and Chinese; work for poor-
resource languages is much rarer. In Vietnam, there is 
only one work focusing on recognizing PI types in the 
retail domain. Specifically, Tran et al. [1] introduced a 
study on understanding what the users say in chatbot 
systems. They concentrated on recognizing PI types 
implied in users’ statements. In that work, they mod-
eled the task as a sequence labelling problem and then 
explored different deep neural networks such as CNNs 
and LSTMs to solve the task. 

1.2. Work on MRC

MRC refers to the ability of a machine learning 
model to understand and extract relevant information 
from written texts. It is similar to how a human reader 

would do this and accurately answer questions related 
to the content of the texts. The power of the MRC 
model is evaluated by the ability to extract the correct 
answer to the user question. 

Many published novel datasets inspired a large 
number of new neural MRC models. In the past sev-
eral years, we have witnessed many neural network 
models created such as BERT [12,  16] RoBERTa 
[13] and XLNet [10]. Many large language mod-
els utilize transformers [14] to pre-train representa-
tions by considering both the left and right context 
across all layers. Due to their remarkable success, 
this approach has progressively evolved into a main-
stream method, involving pre-training large language 
models on extensive corpora and subsequently fine-
tuning them on datasets specific to the target domain. 
Deep learning neural networks, particularly those 
based on transfer learning, are widely employed to 
address diverse challenges in natural language pro-
cessing (NLP). Transfer learning methods emphasize 
the retention of data and knowledge acquired during 
the exploration of one problem, then applying this 
acquired knowledge to address different yet related 
questions. The effectiveness of these cutting-edge 
neural network models is noteworthy. For example, 
Lithe SOTA neural network models by Therasa et al. 
[12] has already exceeded human performance over 
many related MRC benchmark datasets. 

In this paper, we borrow the idea of MRC to pro-
pose another alternative approach to this task. To prove 
the effectiveness of the approach, we conduct extensive 
experiments on a public Vietnamese dataset released by 
Tran et al. [1]. The results showed a new SOTA result 
over the traditional existing techniques.

2. Recognizing PI as an MRC problem

In this section, we first formulate the task of rec-
ognizing PI as an MRC problem. Then, we show the 
method to generate questions/queries for finding 
the answers (which could be the product informa-
tion instances) appearing in the users’ input utter-
ances. Finally, the model architecture is presented and 
explained in more details.
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2.1. Problem formulation

Given a users’ statement x including n syllables  
{x1, x2, ..., xn}, we need to build a model to identify every 
product information mentioned in x. For each instance 
of a product information type found in x we assign a  
label y to it. Here, y belongs to one of the pre-defined 
PI list including product names, product size, product  
unit-of-measurements, product attribute, product brand, 
product number, and product extra attribute.

To exploit the MRC approach, it is necessary to recast 
the task as an MRC problem. To this end, we construct tri-
ples of questions, answers, and contexts {qpi, xstart:end, ..., x}  
for each label pi mentioned in x as follows:

	♦ x: the user’s statement
	♦ xstart:end : the product information mentioned in x. 
It is a sequence of syllables within x identified by 
the specified start and end indexes {xstart , ... xend }, 
where the condition start <= end holds true. Expert 
knowledge is required to annotate this data.

	♦ qpi: the question to ask the model to find xstart:end  
corresponding to the label pi. This is a natural 
question consisting of m syllables {q1, q2, ..., qm}. 
Various approaches will be investigated in order to 
generate such questions.

This exactly establishes the triple (Question, Answer, 
Context) to be exploited in the proposed framework. 
And now, the task can be recast as an MRC problem 
as follows: Given a collection of k training examples  
{q i, , x i} (where i = ). The purpose is to train 
a predictor which receives the statement x and the cor-
responding question q, and outputs the answer xstart:end.  
It is formulated as the following formula:

 = f(q i, x i).

2.2. Question generation

Each PI is associated with a specific question gen-
erated by combining the predefined templates and its 
training example values. It is a natural language ques-
tion. In order to provide more prior knowledge about 
the label, we add some examples to the questions so 
that the model can recognize answers easier. These 
examples are randomly withdrawn from the training 
data set. Some typical generated questions for prod-
uct information types are shown in Table 1.

Here we just provide some examples of each prod-
uct information type to help the model find all of its 
instances appearing in the input statement.

Table 1.
Some questions generated for each PI types using templates

No. Product information types Generated questions

1 Product names Which product names are mentioned in the text such as smoothies and cakes?

2 Product sizes Which product sizes are mentioned in the text such as big and small?

3 Product colors Which product colors are mentioned in the text such as green and blue?

4 Product uoms Which product uoms are mentioned in the text such as cup and cm?

5 Product attributes Which product attributes are mentioned in the text such as extra ice and little sugar?

6 Product extra attributes Which product extra attributes are mentioned in the text such as strawberry flavor and orange flavor?

7 Product brand Which brands are mentioned in the text such as Samsung and Toyota?
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Fig. 1. An architecture using BERT to solve the PI recognition task as an MRC problem.  
(English translation is given right below the Vietnamese texts).

PI instances: 4 cốc trà sữa
    4 cups of milk tea

Statement: Сho minh order 4 cốc trà sữa
               Ship me four cups of milk tea

Question: Bạn có thể phát hiện các thực thể mô tả sản  
              phẩm như sinh tố? 
             Can you detect product description such as smoothies?
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H[CLS] H[SEP] H[SEP]H1 H1'Hn Hm'

[CLS] [SEP] [SEP]x1 q1xn qm
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2.3. Model architecture

Figure 1 shows the general architecture which 
includes several main components. The model in this 
framework is built with a pre-trained large language 
model (i.e., BERT encoder) and a network designed 
to produce candidate for start and end indexes, along 
with their associated confidence scores indicating the 
likelihood of being product information. 

Given the question qpi, the purpose is to find the 
text span xstart:end$ categorized as the product informa-
tion type pi. In the first step, qpi and x are concatenated 
to establish the string {[CLS], q1, q2, ..., qm; [SEP], [x1, 
x2, ..., xn},where [CLS] and [SEP] are special tokens 
employed in the conventional pre-trained LLMs. Then, 
the string is inputted into BERT to generate a contex-
tual representation matrix E  R n d, (here d indicates the 
vector dimension of the final layer). Here, we do not 
make any prediction for the question, so its final vector 
representation is ignored.

2.4. Producing the indexes  
of start:end 

To this end, we follow the method proposed by Li 
et al. [7] to build two corresponding binary classi-
fiers. These two classifiers estimate the probability 
of each token to be a start or an end index using a 
softmax function. Specifically, pstart, pend  Rn indicate 
the vectors that show the likelihood in probability 
of each token being the start index and end index, 
respectively:

[pstart, pend] = softmax (EW + B),

where both W and B   are trainable parameters.

Then, a ranked list of potential Product Informa-
tion (PI) along with corresponding confidence scores 
is produce by the model. These scores are computed as 
the sum of the probabilities associated with their start 
and end tokens.

In training, the overall objective is to minimize the 
global loss of three types which are losses for start 

index, end index and start-end index matching. These 
losses are simultaneously trained in an end-to-end 
framework. We use [15] to optimize the loss.

3. Experiments

This section first shows the general information 
about the public benchmark dataset used for experi-
ments. Then, it tells us about the setups of experi-
ments. Finally, the experimental results and discussion 
are shown.

3.1. Dataset

In this paper, we used the dataset released by Tran 
and Luong [1] to perform comparative experiments. 
This data was collected from a history log of a retail 
restaurant, some forums and social websites. It was 
annotated with seven main types of PI which are prod-
uct category, product attribute, product extra-attribute, 
product brand, product packsizes, product number, and 
product uoms. Two levels of annotation were provided. 
At the first level, descriptions of products (Level 1) 
are extracted. Then, these product descriptions are 
further decomposed into some detailed PI types 
(Level 2). An example is given in Table 2. 

3.2. Experimental setups

The models are evaluated using popular metrics such 
as precision, recall, and F1 scores [17]. The best param-
eters were fine-tuned on development sets. The best 
values for parameters and hyper-parameters are listed 
as follows:

	♦ Train sequence length: 768
	♦ Number of epochs: 300
	♦ Batch size: 8
	♦ Learning rate: 3e-5
	♦ Adam epsilon: 1e-8
	♦ Max gradient norm: 1.0
	♦ Bert embedding: 768 dimensions.
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We adapted the MRC framework3 to this task and 
exploited the viBERT4 and vELECTRA5, a pre-trained 
large language model optimized for Vietnamese, to build 
the PI recognition model. In case the pre-trained mod-
els are not available to optimize for a specific language,  
it is also feasible to use a multilingual pre-trained 
model, such as mBERT (a.k.a multi-lingual BERT) 
in order to get the vector representations for its sen-
tences. We trained the model on the GPU Tesla V100 
SXM2 32GB. 

3.3. Experimental results

Tables 3 and 4 show the experimental results of the 
proposed model in comparison to the two baselines 
which are BiLSTM-CRF and CNN-CRF [1]. 

At Level 1, we can see that the MRC approach 
boosted the performance by a large margin on all evalu-
ation metrics. In comparison to the best baseline CNN-
CRF, it enhanced F1 score by nearly 2% in the case of 
using viBERT and 2.4% in the case of using vELEC-
TRA. This suggested that the MRC approach is very 
promising and yields a better performance than other 
traditional approaches.

3	 https://github.com/CongSun-dlut/BioBERT-MRC 

4	 https://github.com/fpt-corp/viBERT 

5	 https://github.com/fpt-corp/vELECTRA 

Table 3.
Experimental results of the models  
at Level 1 – Product descriptions

Precision Recall F1-scores

biLSTM-CRF 89.71 91.35 90.52

CNN-CRF 90.6 91.24 90.91

MRC-viBERT 94.1 91.68 92.87

MRC-vELECTRA 94.5 92.18 93.33

At Level 2, in comparison to biLSTM-CRF, it 
significantly outperformed this baseline in all prod-
uct information types. The MRC-viBERT approach 
also slightly increased the F1 score by about 0.3% in 
comparison the best baseline of CNN-CRF method. 
Among seven PI types, it achieved a significant 
improvement over the two baselines by a large margin 
on three PI types (i.e. product branch, product category, 
and product extra_attribute). For the type of attribute, 
the proposed approach got the competitive results. 
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Table 2.
One example of a user’s statement annotated at two levels. 

(English translation is provided right  
after the Vietnamese statement at the first row)

Utterances Cho em đặt 1 hộp bánh kem vị xoài Cỡ lớn

Let me order 1 pack cream cake mango flavor big size

Level 1 other Product description

Level 2 other number uom category attribute size
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It surpassed biLSTM-CRF, but could not overcome 
CNN-CRF on the remaining three PI types (i.e., prod-
uct packsize, product sys_number, and product uom). 

Among two types of MRC basing on viBERT and 
vELECTRA as backbone, we witnessed that MRC-
vELECTRA performed slightly better than MRC-viB-
ERT. It increased the performance on four PI types 
(i.e. product attribute, product branch, product cate-
gory, and product extra_attribute). However, similar to 
MRC-viBERT, the MRC-vELECTRA also could not 
surpass CNN-CRF on the remaining three PI types. 
Overall, in comparison to the best baseline – CNN-
CRF, the MRC-vELECTRA increased the F1 score by 
0.85%. This result is quite promising.

3.4. Discussion

Looking at the results shown in Table 3 and Table 4, 
we acknowledge that using the MRC approach yielded 
higher F1 scores at both levels. This is because the que-
ries/questions generated provide more prior knowledge to 
guide the identification process of product information.

It can be also seen that the proposed method yielded 
better performance on recognizing long PI types (such 
as product attributes, product description, product extra 
attribute) in comparison to the best baseline – CNN-
CRF. This can be explained as follows: the MRC 
approach captures the sequence information better 
than CNN. CNN only leverages the local contexts 
based on n-gram characters and word embeddings. So, 
it does not have the power of capturing long PI types as 
compared to the MRC approach. Among two types of 
word embeddings, the MRC-vELECTRA was slightly 
better than MRC-viBERT on both two PI levels. 

This proposed approach can be generalized to any 
language. In case BERT is not available to a specific 
language, we can instead use the mBERT (multi-lin-
guage BERT) as the backbone.

Conclusion

This paper described the task of identifying prod-
uct information mentioned by customers’ statements 

Table 4.
Experimental results of the models at Level 2 – Product Information Types

biLSTM-CRF CNN-CRF MRC-viBERT MRC-vELECTRA

PI types Pre Rec F1 Pre Rec F1 Pre Rec F1 Pre Rec F1

attribute 93.69 95.63 94.63 95.9 97.24 95.8 95.82 95.25 95.53 96.02 95.71 95.86

brand 82.44 83.24 82.77 89.38 88.64 88.98 92.04 89.90 90.90 92.79 90.65 91.71

category 86.24 88.45 87.32 91.44 91.90 91.67 93.57 93.88 93.72 94.17 93.98 94.07

extra attribute 87.89 86.76 87.26 88.83 86.24 87.39 94.03 88.76 91.31 95.01 89.04 91.93

packsize 85.03 86.82 85.84 91.62 93.14 92.36 92.23 88.77 90.41 93.04 89.21 91.08

sys number 95.24 95.35 95.28 95.88 95.92 95.89 95.29 92.04 93.62 96.12 92.57 94.31

uom 88.80 91.73 90.16 92.12 92.33 92.19 89.16 93.07 91.05 90.01 93.11 91.53

Total 89.39 90.86 90.11 92.95 93.21 93.08 93.69 93.01 93.34 94.11 93.76 93.93
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in a retail domain. This is a vital step in developing 
many artificial intelligence commercial products. In 
contrast to many previous studies, we did not formu-
late the task as a conventional sequence labeling prob-
lem. Instead, we make use of the robustness of MRC 
tasks to propose an alternative approach. The proposed 
MRC architecture also leverages the knowledge gained 
during pre-training a large language model and then 
applies it to a new, related task – MRC. We performed 
experiments on a Vietnamese public benchmark data-
set to verify the effectiveness of the proposed method. 
We achieved a new SOTA result by boosting the rec-
ognition performance over the two strong baselines. 
Specifically, we achieved 93.33% in the F1 score on 
recognizing product descriptions at Level 1 (upgraded 
by 2.4%). At Level 2, the model slightly improved the 

performance and yielded 93.93% in the F1 score on 
recognizing each product information type by using 
MRC-vELECTRA. The results also suggested that this 
approach is more effective in predicting long PI types 
with high precision. 

In the future, we will continue exploring different 
kinds of generating questions by providing more clues 
to help find the product information. Furthermore, 
we will explore alternative robust pre-trained language 
models to improve the predictive model. 
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