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Abstract

The supply chain management’s effectiveness depends, among other things, on the selection and 
coordinated interaction with product consumers. This article is devoted to the development of a method 
for selecting a consumer in the regional wholesale and retail fuel market. The methodological basis of the 
study is the theory of statistical analysis and neural networks. The main tool for developing the methodology 
was neural network technologies, with the help of which it is most likely possible to correctly estimate 
the boundaries for indicators’ values that characterize consumers and reflect their history of purchasing 
behavior, to select potential clients and the possibility of further cooperation with existing ones. The 
information base for the work is the data on consumers of a given company’s products, data from the 2GIS 
electronic directory, as well as the results of the primary statistical analysis and forecasts made based on 
neural networks of various topologies. The author presents his methodology for selecting a consumer. It has 
the potential for development and implementation for solving a number of other management problems. As 
part of the testing, the best configuration (topology) of the neural network was determined, and standard 
values of entry barriers when consumer choice accomplished were assessed. The methodology we developed 
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Introduction

The unpredictability of the influence of exter-
nal environmental factors poses challenges 
to the management of organizations associ-

ated with the risk of choosing an incorrect manage-
ment decision in various areas of the company’s activi-
ties. Despite the desire to attract as many customers as 
possible and gain their loyalty, the organization faces 
problems of interaction complexity, transaction ineffi-
ciency and default on contractual obligations by coun-
terparties. A sufficient number of methods for selecting 
a reliable resource supplier from theoretical and prac-
tical points of view have been developed, but scien-
tists and business representatives do not deal with the 
issues of choosing a consumer in detail. The decision 
on the choice of consumers and further cooperation 
with them is often determined by trial and error, which 
ended up affecting the effectiveness of management 
decisions in the field of supply chain management in 
general, and interactions with consumers in particular.

Nowadays one of the topical methods for solving a 
wide variety of economic and management problems 
is the implementation of neural network technologies. 
From the point of view of logistics, significant objects 

for the application of neural networks are processes of 
supply chain management, because these methods can 
be used to evaluate, model and forecast the develop-
ment with predetermined accuracy.

The purpose of this study is to develop a method 
for selecting consumers based on the use of neural 
networks and to test it using the example of a com-
pany operating in the regional wholesale and retail 
fuel market.

1. Theoretical basis  
of the research

Neural networks are a certain type of artificial intel-
ligence models based on the structure, dynamics and 
functions of the human brain. Neural networks in the 
most general form consist of many interconnected 
nodes (neurons) and are used to process, model and 
analyze complex heterogeneous processes. Neural 
networks have attracted wide attention and are being 
intensively used in various fields due to their ability not 
only to analyze data, but also to independently build 
logical conclusions, form value judgments and develop 
predictive solutions of a wide variety of types.

was tested using the example of a company operating in the wholesale and retail fuel market in Novosibirsk 
and the Novosibirsk region. When verifying the neural network model, the quality of client classification 
was compared based on logistic regression, decision tree and random forest models and we found that 
the neural network approach provides the best results for assessing the degree of client suitability. As a 
result of testing the methodology, recommendations for improving neural network models were developed, 
including expanding the set of factors that determine the characteristics of consumers, as well as optimizing 
the internal structure of neural networks.
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Historically, the first works related to the applica-
tion of theories describing the functioning of the brain 
appeared in the 1940–1950’s, when it became neces-
sary to build concepts of artificial neurons to determine 
their potential in the development of complex intelli-
gent systems. One of the first successful representa-
tions of the nervous system was the perceptron model 
proposed by Rosenblatt in 1957 [1], which turned 
out to be capable of solving some recognition prob-
lems. Despite the initial successes of the perceptron 
model, it had certain shortcomings that did not allow 
it to be used to solve certain types of problems. In the 
1970–80’s, the backpropagation algorithm was devel-
oped [2], which made it possible to train more com-
plex networks. Among the extensive research devoted 
to the issues under consideration, it is worth noting the 
significant contribution to the development of the the-
ory of neural networks and pattern recognition by the 
Soviet and Russian scientist Galushkin [3].

The 21st century has also contributed to the devel-
opment and dissemination of neural network tech-
nologies, with a rapid growth in research related to so-
called deep learning. Pioneering research in this area 
is associated with the name of Hinton, who made a 
significant contribution to the development of mod-
ern deep neural network training algorithms [4]. Deep 
learning involves training neural networks with sev-
eral hidden layers, including those with a dynamically 
varying structure, the presence of external and internal 
topologies, etc.

It should be noted that in addition to neural network 
models, other approaches are also encountered in prac-
tice that allow solving various classification problems. 
Such methods include, for example, the construction 
of logistic regression models, decision trees, random 
forest models, etc. [5], and each of these approaches 
has its own advantages and disadvantages. Let us con-
sider some of them. 

The advantages of logistic regression models include 
[6]: high result interpretability, high efficiency of sta-
tistical procedures used to estimate the model param-
eters; and flexibility in solving binary and multifactor 
classification problems. Logistic regression models 

also have a number of disadvantages: dependence of 
the results obtained on the structure of input factors; 
high sensitivity to outliers in the initial data; and fre-
quent manifestation of the multicollinearity. 

The application of decision tree models ensures the 
construction of an easy and convenient interpretation 
of the solutions obtained; universality of the compu-
tational scheme for any type of data; robustness of the 
classification results, i.e., independence on outliers 
in the initial data. The disadvantages of this approach 
are as follows: the resulting decision trees often have a 
complex and confusing structure (so-called tendency 
to overfitting); classification instability to changes in 
the initial data; and the appearance of locally optimal 
solutions, which are determined by the heterogeneity 
of the initial data or the processes being studied, and 
so on [7].

When using random forest models, the researcher 
obtains the following advantages: the ability to scale and 
conveniently parallelize the basic algorithm depending 
on the properties of the problem being solved; the abil-
ity to rank independent factors included in the model; 
and high efficiency of classifications for large-scale 
problems. However, such models have these disad-
vantages: the complex and ambiguous structure of the 
model due to a wide variety of averaging options; insta-
bility to fluctuations in the initial data; a large number 
of empirically determined algorithm parameters; and 
high requirements for the characteristics of computing 
equipment (memory, speed, etc.) [8, 9].

The development of neural network technologies 
has had a great impact on the field of logistics. Many 
formulations of logistics problems and methods for 
solving them have undergone significant changes in 
light of neural network theory. We will mention some 
of them. 

In the research [10], the authors apply the idea of 
constructing a multilayer neural network to analyze 
order data, including the number of visits to the com-
pany’s website, the time of visit taking into account 
working, weekdays, and holidays. The article [11] dis-
cusses the implementation of the Hopfield neural net-
work to solve the problem of constructing a dynami-
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cally optimal route in a telecommunications network 
and proposes a heuristic rule for stopping the neural 
network training process, all of which allows for effec-
tive limitation of the training time.

Neural networks can be used to optimize warehouse 
operations. In the article [12] the authors prove that 
networks with special neural activation functions such 
as Traingdx are most effective in warehouse manage-
ment when using three-layer neural networks with a 
6-8-1 topology.

Another area of application of neural networks is the 
analysis and forecasting of risks in logistics. The article 
[13] considers the problem of safe flight around obsta-
cles by manned and unmanned aerial vehicles, where 
the author proposes to use a multi-layer network of 
sequential error propagation with three layers. 

It should be noted that among the large number of 
works devoted to solving logistics problems in which 
neural network technologies would be used, there is 
practically no research in which consumers of goods 
and services were studied. At the same time, study-
ing the history of consumer behavior and construct-
ing consumer classifications is given a lot of attention 
when solving problems outside the field of logistics 
[14–17], since understanding the structure of the cus-
tomer base and the dynamics of its changes gives the 
company additional tools for improving the efficiency 
of interactions with consumers.

In today’s rapidly changing and often complicated 
to predict economic environment, companies have to 
deal with situations where it is important to determine 
priorities when cooperating with certain customers. 
Thus, at the stage of concluding contracts, it is some-
times necessary to identify promptly whether a par-
ticular client is financially independent and solvent, 
whether there will be difficulties with fulfilling orders 
due to geographical remoteness, whether it is possible 
to use jointly warehouse capacities, etc. Undoubtedly, 
by analyzing the history of consumer behavior, it is 
possible to determine which of the already concluded 
and fulfilled contracts appeared to be profitable for the 
company, which did not lead to the achievement of the 
set goals, and which turned out to be a complete fail-

ure in terms of revenue, resource costs, and employee 
time, causing damage to the company’s image, etc. 
This information can be used to determine in advance 
the degree of profitability of cooperation with the next 
potential client based on its contemporary characteris-
tics. The study presented here is aimed at solving this 
problem.

2. Research design

The necessity in solving optimization problems of 
the logistics processes stipulated the possibility of using 
neural network technology in terms of determining 
the boundaries of certain factors’ values for selecting 
potential consumers, and its significance for the com-
pany in terms of profitability and fulfillment of con-
tractual obligations. This study was structured based 
on empirical data collected from secondary and pri-
mary sources. To solve the research problems, we used 
the method of primary statistical analysis, correlation 
and regression analysis, the method of back propaga-
tion of error and data mining methods [2, 6, 18, 19].

The content and expected results of the application 
of the consumer selection methodology are presented 
in Table 1.

At the first stage of the methodology, it is necessary 
to describe the essence of the problems in terms of 
interaction with the company’s consumers. We analyze 
the stages of the logistics cycle typical for working with 
consumers. Problems arising in the process of product 
distribution may concern issues of information inter-
action between the company and consumers, quality 
control and transportation, documentation, etc. As a 
result of identifying the problem, the organization’s 
management makes a decision to find the best meth-
ods for selecting consumers.

At the second stage, it is required to select the indica-
tors that the organization is guided by when making a 
decision on interaction with the consumer. The factors 
typical for choosing a consumer include: distance to 
the delivery location; number of types of products sub-
ject to simultaneous sale; equipment capacity; rating; 
sales volume for a certain period, etc.
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At the third stage, it is necessary to develop and fill 
a database for training the neural network. For all 
potential consumers of the company, the values of the 
factors selected at the second stage are determined. 
Some factors are assessed by direct measurements of 
the relevant indicators, while others require obtain-
ing and using secondary information. In addition, 
each of the potential consumers must be assessed by 
a logistics specialist for the priority of choosing him 
as a real client. 

The fourth stage involves calculating the main sta-
tistical characteristics determined by the values ​​of the 
factors of the consumer database constructed in the 
third stage. To ensure the correctness of the statisti-
cal analysis, in particular, to determine homogeneous 
groups within which one can speak of a certain iden-
tity of the analyzed objects (consumers), the data must 
be distributed (grouped) by homogeneity classes, the 
number of which k is determined, for example, by the 
Sturges formula [20]:

Table 1. 
The main stages of the consumer selection methodology  

using a neural network

Stage Content Results

1 Problem definition Analysis of the logistics cycle stages,  
problem’s identification

Determining the need to find relevant methods 
for obtaining information about consumers 

2
Identifying factors influencing  
the consumer selection  
process

Composition of a set of factors subject to  
quantitative assessment by company  
specialists, experts, and research consumers

List of factors characterizing consumer  
properties that are used to build a neural 
network

3 Creating a database of current 
consumers of the organization

Determining the values of selected factors  
for consumer evaluation

A database of up-to-date data on consumers 
and their transactions for training the neural 
network

4 Primary statistical analysis Calculation and interpretation of statistical  
characteristics of factors

Preliminary conclusions about the  
properties of observed objects (consumers)

5 Defining the roles of factors Building a simple neural network Ranked list of factors for making  
a consumer choice decision

6 Building a neural network  
of complex structure

Building neural networks of different structures 
and comparing them with results obtained  
on the basis of other classification models

Choosing the best configuration (topology)  
of a neural network

7 Using the “best” neural network  
to identify prospective clients

Evaluating the range of factor values  
that determine the consumer’s status

Determining standard values of entry  
barriers for consumer selection
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                            k = [1 + 3,32 lg(N)],	 (1)

where

N – total number of data (the sample size, or the data-
base volume);
lg(.) – decimal logarithm;
[.] – operation of calculating the integer part of a num-
ber.

As a result, a statistical analysis of the values of the 
measures of central tendency, variation and shape is 
carried out, and preliminary conclusions are made 
about the properties of consumers and the history of 
their purchasing behavior.

At the fifth stage, the factors are ranked according 
to their degree of influence on the decision to inter-
act with potential clients. For this purpose, a simple 
neural network is built, consisting of one neuron and 
input variables corresponding to the factors selected at 
the third stage. The degree and nature of the influence 
of the factors will be determined by the values of the 
network weights. As a rule, the efficiency of such a net-
work is quite low, which does not allow it to be used to 
predict the priority of consumers. However, it allows 
us to rank the input factors, which makes it possible 
to build a high-quality interpretation of the decision-
making process for choosing customers.

At the sixth stage, neural networks of various topol-
ogies are developed and trained to ensure the best 
degree of predictability of the customer’s “utility.” In 
this case, it is necessary to consider several network 
options that differ from each other in the number of 
hidden layers, their interrelations and the number of 
neurons in each layer [21]. The result of this stage will 
be the selection of a neural network configuration that 
ensures the lowest level of error in predicting the reli-
ability of consumers.

To ensure the adequacy of the obtained results, it 
is necessary to compare the quality of the customers 
classification obtained based on neural networks and 
classifications constructed by other methods of data 
mining. The simplest way to compare different classifi-
cations is to use the contingency table method [22]. We 

will assume that the best classification will be the one 
that provides the least number of forecasting errors.

At the seventh stage, the best of the neural networks 
built at the sixth stage is used to determine the ranges 
of factor values at which the status of the current client 
is maintained. This will also allow us to determine the 
standard (base) values of the input factors to simplify 
the procedure for selecting a new customer.

3. Practical aspects of the research:  
testing the methodology

The methodology was tested based on information 
provided by a company specializing in the sale of liq-
uefied gas to organizations and individuals in Novosi-
birsk and the Novosibirsk Region. The company also 
sells related products and services, carries out design 
work, provides maintenance services and organizes 
technical maintenance of natural gas pipelines.

At the first stage, the operations of the logistics cycle 
were considered. The consumers were defined as LPG 
filling stations (hereinafter referred to as LPGFS) 
located in the city of Novosibirsk and the Novosibirsk 
region. The study of the logistics process in the com-
pany revealed the need for regular verification of infor-
mation on the characteristics of consumers, since there 
are no clear boundaries of the values of factors that 
make it possible to identify consumers with properties 
that allow them to be considered suitable for coopera-
tion. In this regard, errors arise, the causes of which 
are, for example, the influence of external factors, 
limited resources, errors of specialists, etc., which can 
lead to incorrect identification of customers and, as a 
consequence, to apply incorrect decisions on working 
with them.

The organization’s management decided to look for 
ways to optimize interaction with consumers in terms 
of determining standard values of factors for both cur-
rent consumers and for selecting and interacting with 
potential consumers.

At the second stage, a pool of factors was com-
piled that determine the characteristics of consumers 
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taken into account when making decisions. This pool 
included the following indicators:

	♦ distance from the company to the consumer (km);
	♦ range of products (number of types of liquefied gas 
purchased by the consumer);

	♦ production capacity (number of dispensers at 
LPGFS);

	♦ gas station rating;
	♦ total volume (capacity) of the main and additional 
tanks at LPGFS;

	♦ average volume of fuel sales per day (thousand liters).

At the third stage, a database structure was developed 
that included information on the company’s transac-
tions. The database contained the company’s operat-
ing results for the period September–November 2023.

A company specialist who held the position of head 
of the logistics department assessed the profitability of 
completed transactions, as a result of which all data-
base records were marked with the values of a binary 
variable that determined the “reliability” of clients: the 
designation “1” was used for “suitable” clients with 
whom it was profitable for the company to continue to 
cooperate, and “0” for “unsuitable” ones.

At the fourth stage, a primary statistical analysis was 
conducted for each of the factors that characterize 
the activity of LPGFS. The values of the measures of 
central tendency (mean, median), variation measures 
(standard deviation, lower and upper limits), measures 
of shape (skewness and kurtosis), as well as extreme 
values (minimum and maximum) were calculated. The 
results are summarized in Table 2.

Table 2.
Values of statistical characteristics of factors

Statistical 
characteristics

Factors and their designations

Distance,  
km

Assortment 
width, units

Production 
capacity, units

Rating, conv. 
units

Tank capacity, 
thousand liters

Sales volume, 
thousand liters

x1 x2 x3 x4 x5 x6

Mean 118.469 2.563 4.547 2.469 19.983 5.610

Median 51.500 2.000 4.000 2.300 17.000 4.375

Standard deviation 136.189 1.344 2.949 0.920 14.351 3.749

Lower limit 0.000 1.219 1.598 1.549 5.632 1.861

Upper limit 254.658 3.907 7.496 3.389 34.334 9.359

Skewness 1.687 0.531 2.09 0.633 1.986 1.428

Kurtosis 2.535 1.035 8.054 0.141 5.649 2.335

Minimum 11 1 1 1 3.3 0.8

Maximum 628 5 18 5 85 18
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Note that the lower and upper boundaries in Table 
2 correspond to the so-called “one sigma” interval 
and are defined as the difference and sum of the mean 
value and standard deviation, respectively. The interval 
between these boundaries contains the most probable 
values of the random variable being analyzed, which in 
the case of a normal distribution include about 70% of 
the sample observations [7, 23].

To ensure the correctness of the analysis, the data 
were distributed into homogeneity classes, the number 
of which was determined by the Sturges formula (1) 
and was found to be seven. The histogram, which is 
a graphical interpretation of the frequency distribution 
of LPGFS by distance to customers, is shown in Fig. 1.

Based on Fig. 1, we can assume about the exponen-
tial distribution of the distance to customers, which is 
explained by a significant increase in their number when 
approaching the city. 41 gas stations out of 64 studied 
(64%) are located within 100 km from the company. 
The average distance to customers is 118 km. Half of all 
values fit into the interval from 11 km to 51.5 km, which 
indicates a strong predominance of low values of this 
factor, which is also confirmed by the positive value of 
the sample’s skewness. The most probable values of this 
indicator are in the interval (0–254), 79% of all con-

Fig. 1. Distribution of consumers  
by the factor “distance from the company to the client”.

sumers fall into it. The kurtosis coefficient is greater 
than zero, which indicates a good predictability of the 
indicator relative to the normal distribution, since a 
large number of gas stations are grouped in one class.

The frequency distributions of the number of 
LPGFS for the remaining factors were interpreted in 
a similar manner. 

When analyzing the number of types of fuel sold, it 
turned out that the most common LPGFS are those 
with two or four types of liquefied gas (40%). For the 
“production capacity” indicator, it was noted that the 
total number of gas stations has no more than six dis-
pensers. Analyzing the data on consumer ratings, one 
can notice some unpleasant statistics: most often, gas 
stations have a low rating (no higher than 3 points), 
while the average rating is around 2.5. The distribu-
tion of tank volume values is similar to exponential. The 
overwhelming majority of consumers (more than 80%) 
have installed tanks with a total volume of no more than 
34 thousand liters. When analyzing the volume of daily 
sales, it turned out that the largest number of LPGFS is 
characterized by low sales relative to the rest – less than 
6 thousand liters of gas per day. Only six filling stations 
out of 64 have average daily sales of more than 10 thou-
sand liters (less than 10% of their total number). 

After analyzing the initial data for the selected 
indicators, it is important to understand how signifi-
cantly these factors affect the final result (the client’s 
“suitability” for cooperation). For this purpose, we 
will use the idea of constructing the Rosenblatt per-
ceptron [1, 2].

At the fifth stage, a neural network consisting of one 
neuron was constructed. As the activation function of 
the neuron (as for all other variants of neural networks 
considered in the work), the logistic function was taken 
in the form of 

                                  	 (2)

The choice of the logistic function is due to its con-
tinuity, which ensures smoothness in the transition 
region. The ESS value, the residual sum of squares [7] 
between the specialist’s assessment (Y) and the assess-
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ment issued by the neural network (  ), was used as a 
functional determining the correctness of the neural 
network operation:

                      	 (3)

In (3) the summation is carried out over all database 
records; N is the database size (number of records). 
For input factors, the notations x1–x6 are used in the 
order of listing (Table 2).

The calculation of the estimates determined by the 
neural network was carried out based on the value of 
the activation function (2) from the linear combina-
tions of the values of the input variables of the model 
x1–x6, as well as any variables of the internal layers of 
the neural network, determined by the topology of the 
neural network. For example, for a neural network 
consisting of one neuron and having six input vari-
ables, the estimated value of the probability that the 
client will be recognized as “suitable” for cooperation 
will be determined as

      (4)

where wi, i = 1, …, 6 are the weight coefficients of each 
of the input factors, determined by solving problem (3); 

 is the value of the linear combination of input factors, 
called the adder.

Minimization of the functional (3) is carried out 
by changing the unknown weight coefficients wi in the 
adder. Since the problem (3) has no solution in analyti-
cal form, the weight coefficient estimates were found 
numerically [24]. Figure 2 shows the diagram of the 
implemented model from one neuron.

The model of the simplest network includes the val-
ues of the input factors (circles on the left in Fig. 2), the 
adder  from formula (4), and the value of the activa-
tion function (2). The output of the neural network is 
determined by the proportion of correct forecasts – the 
ratio of the number of correct responses of the neural 
network to the total volume of the database N (in this 
case, N = 64). The degree of darkening of the arrows 
reflects the strength of the influence of the correspond-

Fig. 2. Representation of a single neuron model.

ing input factor on the result of assessing the “suitabil-
ity” of the consumer: the darker the corresponding 
arrow, the stronger the influence of the factor.

By minimizing the sum of squared deviations of the 
probabilities of making a decision on cooperation with 
a consumer, estimated by the company’s expert, from 
its values predicted by the neural network, estimates of 
the values of weight coefficients were obtained. Table 3 
presents the values of the coefficient estimates and the 
results of ranking the factors analyzed by the absolute 
values of the weight coefficients.

The obtained values of weight coefficients can 
be interpreted. For example, the sign of the coeffi-
cient indicates the direction of the dependence. From  
Table 3 it is evident that only the coefficient w1 turned 
out to be less than zero, which means the presence of 
a negative dependence, i.e., with an increase in the 
distance to the consumer, the probability of making 
a decision on cooperation decreases on average. The 
remaining factors have a positive dependence on the 
probability of making a decision on cooperation.

The absolute values of the coefficients mean the 
“power of influence” of the corresponding factors on 
the decision to cooperate with a particular client. Let 
us analyze the results obtained. 
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1. The distance to LPGFS (factor x1) has the strong-
est influence; its importance relative to all other factors 
is almost 60%. At the same time, the assessment of the 
corresponding weighting coefficient (w1) rests on the 
limit of acceptable values (±50), which means its com-
plete dominance in decision-making. It is quite logi-
cal that it makes no sense for the company to organize 
deliveries over long distances.

2. The gas station rating (factor x4) is in second 
place, accounting for just over 13% of importance. Of 
course, the higher the reputation and consumer ratings 
of the company, the more reliable it is. 

3. The variety of fuel types at LPGFS (factor x2) is in 
third place, slightly inferior to the rating (significance 
less than 13%). The significance of this factor is due to 
the higher financial stability of the enterprise in case of 
need for a wide range of fuel for consumers. 

4. Tank capacity (factor x5) is in fourth place. The 
influence of this factor is confirmed by the “conveni-
ence” of the selected gas station for cooperation. To 
some extent, this indicator can be considered as the 
volume of a warehouse for a trading company: it must 
be sufficient (as well as the stocks in it) so that the com-
pany can carry out its activities without hourly delivery 
of products. The situation is similar for LPGFS. By 
optimization, it is possible to minimize the required 
capacity of tanks, but delivery of products using just-
in-time systems [25] can be quite complicated due to 
the specifics of the goods being transported, so it will 
be important to have spare gas storage tanks. 

5. Daily gas sales volume (factor x6) is in the penulti-
mate place (less than 5% importance), which is some-
what surprising. The influence of this factor should 
be obvious, because the higher the company’s turno-
ver, the higher its stability. However, it is important to 
understand that all companies (as well as LPGFS) are 
in different situations. Thus, for powerful stations with 
six or more dispensers located in the city center, a high, 
at first glance, turnover may actually be quite low com-
pared to other consumers located nearby. 

6. The production capacity of LPGFS (factor x3) is 
the last (importance less than 1%). Like the previous 
indicator, it does not have clear limits, so it is not a 
strong factor. In general, a larger number of gas dis-
pensers is an opportunity for the company to develop, 
which can play a role in the long term. 

It should be noted that the estimates obtained using 
the neural network correctly reflect the thought pro-
cess of a specialist who does this manually. Analyzing 
the results obtained, it should be noted that out of 64 
records in the company’s client database, the single 
neuron network made a mistake in only three, which is 
4.7% of errors. To understand the causes of these errors, 
it is necessary to examine the results and identify the 
features of these gas stations. In all three cases, the prob-
ability assessment of the client’s “reliability” issued by 
the neural network was more than 0.9, i.e. it was more 
than confident in their “suitability” for cooperation.

The first LPGFS has low values for almost all indi-
cators, but it has a high rating, which is most likely the 
reason for such an assessment. Obviously, the ratings 

Table 3.
Neuron weighting coefficients’ estimators and factor ranking

Weighting coefficient w1 w2 w3 w4 w5 w6

Coefficient estimator –50.000 11.101 0.671 11.639 8.600 3.744

Degree of importance, % 58.305 12.944 0.783 13.573 10.029 4.366

Factor rank 1 3 6 2 4 5
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provided by special services are the most unreliable 
indicator, since in many cases they are either unrepre-
sentative due to the small number of averaged assess-
ments, or incorrect due to the use of certain schemes 
for “winding up” the necessary values.

The second gas station has good factor values, but 
the company’s specialist noted that they do not coop-
erate with this station, since the other branch is closer 
to the client, and interaction is carried out through 
them.

The third gas station was rated positively, but the spe-
cialist rated the experience of working with this com-
pany negatively because the station is in the process of 
launching; the data on it is contradictory, and more time 
is needed to sign contracts. This situation is not an error, 
but in light of the increased recognition capabilities of 
the neural network, it is recommended to add a check 
for the operation time of LPGFS on the market. 

At the sixth stage, to eliminate erroneous triggering 
of the neural network, it was decided to consider more 
complex options of network structure by adding inter-
nal layers with different numbers of neurons; the most 
suitable option turned out to be a topology with seven 
neurons 4-2-1 (Fig. 3).

The selected topology allowed us to successfully 
describe the interaction process of the factors consid-
ered, while no discrepancies were found between the 
expert’s assessments and the results of the neural net-
work. The darker arrows of the neuron connections in 
the network correspond to the third neuron of the first 
layer and the sixth neuron of the second (Fig. 3). The 
difference in the influence of the values of the neu-
rons of the second layer on the network output is only 
18.4%. It should also be noted that the values of the 
fifth neuron have a negative effect on the result, and 
the sixth – a positive one. Unfortunately, this fact can-
not be used to interpret the results (as it was for the 
single neuron network), since the values of each of the 
neurons of the internal layers are added up under the 
influence of the previous layers in a nonlinear manner 
due to the selected activation function in the form of a 
logistic function (2).

In order to ensure the suitability of the results 
obtained, in addition to the neural network model, 
consumer classifications were constructed using logis-
tic regression, decision trees and random forest. The 
freely distributed Orange Data Mining software pack-
age was used to develop and identify the corresponding 
models [19]. 

Fig. 3. Representation of the neural network model according to the 4-2-1 topology.
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To construct the best logistic regression model, the 
maximum likelihood method was chosen as the most 
frequently used in such situations. Within the frame-
work of this study, a standard version of regression 
model linear in both parameters and input factors was 
implemented. 

As for the construction of the model using the deci-
sion tree and random forest methods, various tree 
options were considered. The quality of the classifica-
tions built on their basis was determined using a stand-
ard indicator – the F1-measure [4, 19, 22]. In this case, 
to ensure the construction of effective classification 
trees, trees with different parameters were considered. 
The results are presented in Table 4 and Table 5. In 
addition, Table 6 shows the results of the comparison 
of classifications based on the best results of the mod-
els obtained.

Table 4 presents the results of assessing the quality 
of models constructed using the decision tree method. 
The following notations are used: 

a is the minimum number of elements in one leaf of 
the tree; 

b is the number of elements in a leaf at which no fur-
ther splitting is performed; 

F1 is the value of the quality measure of classifications. 

In Tables 4 and 5, the classification variants that are 
the best in terms of the maximum value of the quality 
measure are highlighted in bold. Table 5 presents the 
results of assessing the quality of models constructed 
using the random forest method. The number of trees 
of the corresponding random forest is indicated in 
brackets after the F1-measure.

Let us notice that for some combinations of random 
forest’ parameters, the resulting classifications are the 
same, which is reflected in the F1-measure values. In 
addition, note that further increase in the number of 
trees in the forest does not lead to changes in the values ​​
of the classification quality measure.

The classification results by the methods mentioned 
are presented in Table 6, where the designation “1” was 
used for “suitable” clients with whom it is profitable 
for the company to cooperate, and “0” for “unsuita-
ble”. In this case, the “observed values” correspond to 
the specialist’s assessments, and the “predicted” ones 
correspond to the classification results by the methods 
under consideration.

Table 6 shows that the use of logistic regression 
resulted in six errors (9.4% of errors), three of which 
occurred for “suitable” clients, and the other three 
for “unsuitable” clients. When using the decision tree 
method, the number of errors for “suitable” clients was 
two, and for “unsuitable” clients – five (a total of 10.9% 
of errors). The random forest method resulted in four 
errors for “unsuitable” clients (a total of 7.8% of errors). 
In general, it can be noted that methods alternative to 
the neural network did not provide a complete match 
between the expert’s assessments and the classification 
results. This allows us to conclude that the neural net-
work is the most suitable for solving the problem under 
consideration for assessing the quality of clients.

It is important to understand that to check the cor-
rectness of the neural network, it is not enough to use 
only the data set that is currently available. It is impor-
tant to ensure that its predictive properties are preserved 
for new portions of data, which from a statistical point 
of view means ensuring the adequacy of the model [6]. 

Table 4. 
Parameters of the decision tree model and the quality of the resulting classifications

a 2 4 6 8 10

b 2, 4, 6 8 10 4, 6, 8 10 6, 8, 10 8, 10 10

F1 0.876 0.891 0.857 0.889 0.857 0.842 0.842 0.844
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Therefore, after completing the training of the neural 
network, ten new LPGFS were taken to check its perfor-
mance. Contracts with that consumers were concluded 
during the study and, naturally, were not included in the 
original database. The results of the neural network (in 
the form of estimates of the probability of the client’s 
“suitability” and the final assessment) were compared 
with the specialist’s assessments (Table 7).

The neural network correctly assessed nine posi-
tions out of ten. The error was made with the seventh 
station. The error in the probability assessment is less 
than one tenth (0.411 against 0.500, which would be 
enough to recognize the LPGFS as suitable for coop-
eration). This station has a high rating (4), sells five 
types of fuel and has an average capacity (four dis-
pensers). However, it is 149 km from the company and 

has installed tanks of relatively low capacity (about 16 
thousand liters). The volume of gas sales is less than 6 
thousand liters, i.e. this LPGFS is quite average, but 
ambiguous in characteristics. 

The neural network has assessed that cooperation 
with such a consumer will not be profitable, but the 
company’s specialist has decided that it is suitable. 
This contradiction may be a sign that this LPGFS may 
need to conduct a more thorough study of its capabili-
ties to ensure successful cooperation with the company. 
When a certain number of such “controversial” situa-
tions accumulate, a decision may be made to retrain 
the neural network on a larger database, or, if the 
results continue to be inconsistent with reality, a more 
radical action may be required – changing the topol-
ogy of the neural network and its complete retraining.

Table 5. 
Parameters of random forest models and the quality of the resulting classifications

a 2 2 2 2 2 4 4 4 4 6 6 6 8 8 10

b 2 4 6 8 10 4 6 8 10 6 8 10 8 10 10

F1(10) 0.840 0.840 0.855 0.855 0.870 0.874 0.889 0.859 0.874 0.889 0.859 0.874 0.859 0.874 0.874

F1(50) 0.904 0.904 0.904 0.889 0.889 0.874 0.904 0.874 0.874 0.889 0.874 0.874 0.874 0.874 0.874

F1(100) 0.887 0.887 0.887 0.887 0.887 0.874 0.889 0.889 0.874 0.874 0.889 0.874 0.889 0.874 0.871

Table 6.
Classification methods’ quality estimation

Predicted values  
by logistic regression

Predicted values  
by decision tree

Predicted values  
by random forest method

0 1 0 1 0 1 ∑

Ob
se

rv
ed

  
va

lu
es

0 20 3 18 5 19 4 23

1 3 38 2 39 0 41 41

∑ 23 41 20 44 19 45 64
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At the seventh stage, for independent analysis of the 
consumer for compliance with the company’s require-
ments, one can use a list of threshold values for each 
factor, which will help you quickly assess how clients 
with factor values close to average are suitable for fur-
ther cooperation.

To build such a list, the neural network we devel-
oped was applied. The ranges of factor values ​​were 
determined one by one, at which the client’s “suitabil-
ity” is maintained, while the values of all other char-
acteristics were fixed at average levels (Table 2). Based 
on the weighting coefficients, the neural network inde-
pendently calculates the values at which the probability 
assessment (assessment of the “client’s reliability”) will 
be in the range from 0.5 to 1, which corresponds to the 
decision that the client is suitable for cooperation. Thus, 
we will compile a table of threshold values (Table 8),  
which can be used as a hint for a specialist when assess-
ing the degree of customer suitability.

Comparing the data in Table 2 and Table 8, we can 
conclude that the modeling results obtained during the 
study allow us to speak about the correctness of using 
neural networks for the tasks of selecting consumers in 
the wholesale and retail trade of oil and gas products.

4. Discussion

In the process of testing the methodology we devel-
oped, it became necessary to construct an additional 
interpretation of the results, not only in terms of obtain-
ing analytical and statistical conclusions, but also for 
developing visual and specific recommendations for 

Table 7.
Comparison of neural network and expert assessments for new customers

No. of LPGFS 1 2 3 4 5 6 7 8 9 10

Expert assessments 1 0 1 1 1 1 1 1 1 1

Probability assessment 0.954 0.121 0.851 0.884 0.732 0.999 0.411 0.970 0.804 0.925

Network assessment 1 0 1 1 1 1 0 1 1 1

Table 8.
List of threshold values  

for customer characteristics

Factor
Admissible values

min max

Distance, km – 156

Assortment width, units 2 –

Production capacity, units 1 –

LPGFS rating, conv. units 1.1 –

Tank capacity, thousand liters 20 –

Sales volume, thousand liters 5.6 –

interaction with the company’s customers. For exam-
ple, it is of interest to construct a geographic interpreta-
tion of the results obtained by depicting the approximate 
coverage area of the company on a map and analyzing it. 
The radius of this area according to Table 8 is 156 km. 

The distance threshold can be called the most impor-
tant characteristic, since it is based on the factor that has 
the greatest weight in the neural network. It determines 
how far away potential consumers are and, particularly, 
how convenient it is for them to access LPGFS. This 
value plays a key role for the company, since it directly 
affects the cost of transporting gas to consumers, which, 
in turn, can significantly affect their own costs.
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To clarify the factor of “the distance to the client”, 
one can add a new characteristic that takes into account 
the area of the client’s location relative to the company’s 
location. However, it is important to understand that 
the weight coefficient of the new factor will “take away” 
some of the strength of the old one since they based on 
similar customer characteristics. 

Another solution to this problem is to replace the 
existing factor with four new ones, each of which is a 
distance in a certain direction (for instance, north-
south-west-east). Then the distance to each LPGFS 
will be taken into account by one or two separate fac-
tors (for example, city gas stations will be predominantly 
located in the west, north or south direction due to the 
specific geography of Novosibirsk). This approach will 
allow us to determine more accurate boundary values of 
distances and will help in a more accurate assessment of 
the coverage area, which will presumably be stretched 
in different directions. For example, the maximum pos-
sible distance to the east, towards Novosibirsk, will be 
noticeably greater than to the west, since most of the 
city, and, accordingly, the company’s potential consum-
ers are located on the eastern bank of the Ob River.

It is important to understand that determining the 
transition distance value is a complex task and may 
depend on many factors (transport infrastructure, popu-
lation density, terrain topography, etc.). Therefore, when 
deciding on cooperation with a gas station, it is necessary 
to take these factors into account and conduct a detailed 
analysis of the market and the relevant infrastructure.

The threshold number of fuel types is important for 
LPGFS because it affects customer service and the effi-
ciency of fuel management. This indicator may depend 
on various factors, such as the location of the gas sta-
tion and the needs of local residents. Typically, remote 
stations offer no more than two or three types of fuel for 
cars, which corresponds to the threshold value found at 
two types of fuel. If the station carries out gas refueling, 
it is also sold in cylinders (pressure tanks), which can be 
convenient for car owners who use gas both as a fuel and 
for household needs. 

The lower threshold value of the capacity of the 
LPGFS was found to be equal to one, which is most likely 
due to its low degree of importance (0.783%, Table 3).  

However, if the station has too few dispensers, it may 
be insufficient to meet the needs of all consumers. On 
the other hand, too high capacity may lead to excessive 
costs for the construction and maintenance of the gas 
station. Therefore, before selecting the capacity of the 
LPGFS, it is recommended to analyze the needs of con-
sumers, the availability of gas pipelines and other factors 
in order to select the optimal capacity that will meet the 
requirements of all stakeholders and ensure maximum 
efficiency and cost-effectiveness of the LPGFS. 

The minimum possible rating of the gas station was 
1.1 points on a five-point scale, which is very low and 
is a consequence of the low level of customer satisfac-
tion expressed in reviews of the LPGFS. To obtain a 
more objective picture of the quality of service and the 
level of customer satisfaction, it is necessary to study 
reviews from 2GIS and other sources, using the average 
weighted assessment, taking into account the reputation 
and reliability of the sources, as well as their quantity.

The threshold value of the volume of tanks installed 
at the LPGFS is 20 thousand liters, which is quite con-
sistent with the volumes of average gas filling stations 
(Table 2, the average is 19.983 thousand liters). How-
ever, if the costs significantly exceed expectations, then 
the installed tanks may be sufficient for no more than 
a day, which will entail frequent refueling several times 
a day, and, therefore, may require the installation of 
additional tanks to increase the total capacity.

Minimum daily sales at LPGFS is an important 
factor that determines the minimum volume of fuel 
that must be sold (and, respectively, be available at the 
time of sale) for the station to remain profitable. For 
an average LPGFS the minimum daily sales are 5.600 
liters. However, this value is quite low for city stations 
that service a large number of cars. At the same time, 
for LPGFS on the outskirts of the city or in sparsely 
populated areas, where the volume of fuel sales is 
lower, this value will be more than sufficient. 

In further modifications of the neural network, it 
could be reasonable to replace this factor with a more 
objective one, such as the ratio of sales to the popula-
tion of the area where the gas station is located, to take 
into account the potential demand for fuel in a particu-
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lar area. In addition, it is possible to calculate separate 
factors for the city and region, based on the character-
istics of the regional fuel market.

Of additional interest is the study using a neural net-
work of how the threshold values can change when not 
only one, but also two (three, etc.) other factors change 
simultaneously. An example of such a calculation, car-
ried out using regression analysis methods to construct 
the corresponding dependencies [6], is shown in Fig. 4.

Analyzing Fig. 4, we can say that the nature of 
the change in the maximum possible distance var-
ies significantly: for consumers selling four types of 
fuel (x2 = 4), with an increase in rating, the distance 
decreases, while with three or four types of fuel, it 
first increases and then decreases. Moreover, we can 
determine the maximum permissible distance, which 
for consumers with x2 = 2 is 193 km, and for customers 
with x2 = 3 is 138 km.

The threshold values so obtained can be applied for 
fast assessment of consumers when concluding a con-
tract. During further development of the neural net-
work, the factors can change both quantitatively and 
qualitatively; therefore timely updating of the pool of 
input factors and the contents of the database will allow 
us to obtain more correct assessments of consumers.

Conclusion

The result of using the author’s methodology is the 
construction of a decision-making model for choosing 
consumers with whom the company plans further mutu-
ally beneficial cooperation. For this purpose, a pool of 
factors characterizing consumers and their purchasing 
behavior was formed. Analyzing the database of the com-
pany’s clients and expert assessments determining their 
reliability, neural networks were developed that allow us 
to assess the prospects of cooperation with clients. With 
their help, the problem of ranking factors characterizing 
consumers was solved in relation to the degree and nature 
of their influence on the decision-making process on the 
reliability of a particular consumer. 

Based on the results of neural network training, a 
network with the “best” topology was selected, which 
ensured correct forecasting for all database records. 
Comparison of the results of this neural network’s out-
puts with classifications built on the basis of other data 
mining methods allowed us to conclude that the neu-
ral network model is the best fit for solving the problem 
under consideration.

The neural network we constructed was used to 
determine the threshold values of the input factors of 
the model. This allowed us to develop recommenda-
tions for the company’s employees on selecting pro-
posals for cooperation with consumers.

Further improvement of the proposed methodol-
ogy may consist in expanding the pool of input factors 
by involving new consumer characteristics, including 
those proposed in this paper, as well as by splitting the 
existing factors into several components, each of which 
characterizes a certain specificity of consumers. In 
addition, for neural networks with a large number of 
input variables, it makes sense to consider more com-
plex topologies that can include not only additional 
internal layers, but also feedback.

Due to its universality, the methodology we devel-
oped can be recommended for solving various clas-
sification problems not only in the field of logistics, 
but also for a wide range of economic and managerial 
problems. 

Fig. 4. Comparison of upper distance thresholds depending  
on rating and number of fuel types.
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