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Abstract. As part of the Digital Learning Environment federal project, school education programs in Russia are expected to implement modern technology, including virtual and augmented reality. The integration of immersive technology in education should be based on research findings about the influence of virtual environments on learning effectiveness. Specific aspects of immersive technology include the sense of presence, interactivity, social interaction and multisensory stimulation, which cumulatively exert quite a controversial influence on learning experience and outcomes. Since little data is available, instructional design decisions are often based on practical or economic considerations.

Therefore, it has become vitally important to use objective methods in assessing the learning content in order to understand its effects on the learner’s cognitive and emotional processes immediately involved in the perception and digestion of educational material. Evaluation of virtual learning content in the process of its design and integration is suggested to be based on such parameters as presence, cognitive load, emotional response, social interaction, and the risks of experiencing cybersickness symptoms.

Analysis of literature and the resulting structured set of methodological tools will aid further studies in the field that use psychophysiological research methods to design effective learning content in virtual reality environments.
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Immersive technology, creating a sense of embodiment in virtual reality and allowing the user to interact with the surrounding space, information and content, has been applied more and more widely in various spheres of social life.
Virtual reality (VR) is a three-dimensional, computer-generated environment that can be interacted with by a person through full or partial immersion [Selivanov, Selivanova 2014]. VR has been used in such diverse areas of learning as programming, tourism, marketing, medicine, linguistics, etc. It helps making the presentation of educational material more effective, immersing the learner in scenarios that are very hard to create in the real world (e.g. rescue actions in case of fire at a hazardous factory) and providing the opportunity to master new skills, the acquisition of which is associated with risks to other people’s health (e.g. sophisticated microsurgical manipulations).

As VR technology has been growing more accessible due to the continuing drop in hardware costs and the emergence of diverse and open content, theoretical research in the field has grown as well. A number of studies explore the opportunities that VR provides in the development of abstract thinking, e.g. in geometry or vector algebra [Hwang, Hu 2013; Roussou, Oliver, Slater 2006; Roussou 2009; Kaufmann, Schmalstieg, Wagner 2009]. Others analyze the use of immersive environments in practical training [Alaraj et al. 2011], endoscopic surgery [van Dongen et al. 2011], engineering education [Ewert et al. 2014; Alhalabi 2016] and neurosurgical training simulators with haptic feedback [Müns, Meixensberger, Lindner 2014]. A lot of researchers study the use of VR in the humanities, such as linguistics [Wang, Newton, Lowe 2005; Lin, Lan 2015] or history [Blanco-Fernández et al. 2014]1.

There are several reasons why VR is an excellent tool for education. First, it can change the abstract into the tangible. This could be especially powerful in the teaching of mathematics. Second, it supports “doing” rather than just observing. Third, it can substitute methods that are desirable but practically infeasible even if possible in reality [Slater, Sanchez-Vives 2016].

Successful application of any innovative technology in education is contingent on its appropriate use in accordance with the educational goals and objectives, but also on the quality of learning environment and instructional design (Figure 1).

VR is a world created by technical means, which is transmitted to a person through their senses. The technical goal of VR is to replace real sense perceptions by the computer-generated ones. If sensory perceptions are indeed effectively substituted, it creates an effect of immersion, i.e. illusion of presence in a virtual world. In education, immersion allows students to acquire learning experience. Immersion is achieved through the technical capabilities of a system, and a subjective correlate of immersion is presence [Slater, Sanchez-Vives 2016].

---

Factors that are critical for successful immersion, or presence, include effective sensory substitution (wide field-of-view vision, stereo, high-resolution displays, etc.), degree of interactivity, multisensory stimulation, emotional response, and social interaction. These factors can be designed to stimulate the necessary cognitive and affective processes in learning.

Available findings indicate that the role of immersive environments in providing interactivity, multisensory stimulation, social interaction and emotional response has a controversial influence on cognitive and affective processes and, consequently, on the learning outcomes.

In particular, mixed results have been reported in studies examining the impact of presence on learning effectiveness. A number of researchers [Bayraktar 2002; Bonde et al. 2014; Clark, Tanner-Smith, Killingsworth 2016; Merchant et al. 2014; Rutten, van Joolingen, van der Veen 2012] have found that low-immersion virtual realities correlate with better cognitive outcomes. A possible reason for this could be that a high level of immersion leads to higher cognitive load and, as a result, less learning [Makransky, Terkildsen, Mayer 2017]. However, there are contradictory findings [Salzman et al. 1999; Lee, Wong, Fung 2010] showing that immersive environments with higher presence levels lead to higher learner engagement and motivation and richer cognitive benefits.

Table 1 provides a summary of findings obtained in a number of studies on how specific parameters of immersive environments affect learning.

There is no doubt that immersive technology can have a significant impact on learning outcomes due to its ample opportunity for simulating emotional experiences, increasing the learner’s attention to and interest in the learning content, and allowing them to “live” their educa-
Table 1. The impact of immersive reality parameters on cognitive and emotional processes in learning.

<table>
<thead>
<tr>
<th>Parameter/ measure of immersion</th>
<th>Author(s)</th>
<th>Impact on cognitive and emotional processes in learning</th>
<th>Statistical analysis results</th>
</tr>
</thead>
</table>
| Interactivity                 | [Zhang, Bowman, Jones 2019]                      | 1. Post-tests revealed no significant difference in students’ learning gains between VR experiences with different levels of interactivity.  
2. Effectiveness of VR learning experiences: in post-tests, the medium interactivity condition was perceived as significantly more effective than the low interactivity condition. | 1. Analysis of learning outcomes in three versions of experience  
2. $\chi^2 (2) = 6.107; p = 0.047$  
$t = -12.445; p = 0.05$ |
|                                | [Zhang et al. 2006]                              | The post-gain of the group with interactive video was higher than that of the other three groups (with no interaction). A positive correlation between the level of student satisfaction and content interactivity. | 1. $F(3, 134) = 9.916; p = 0.00$  
2. $F(3, 134) = 23.696; p = 0.00$ |
| Emotional response            | [Allcoat, von Muhlenen 2018]                     | A significant increase in positive emotions for the VR condition. A significant decrease in positive emotions for the traditional (textbook style) condition. | 1. $r(30) = 4.73; p < 0.001$  
2. $r(33) = 4.92; p < 0.001$ |
| Social interaction            | [Ravaja et al. 2006]                            | Playing against a friend or a stranger elicited higher anticipated threat compared to playing against a computer. Spatial presence was higher when playing with a friend or a stranger compared to playing against the computer. Playing with a human elicited higher engagement than playing with a computer. Playing against a human elicited a more positive emotional response compared to playing against a computer. | 1. $F(1, 32) = 7.55; p = 0.010; \chi^2 = 0.19$  
2. $F(1, 32) = 5.22; p = 0.029; \chi^2 = 0.14$  
3. $F(1, 32) = 17.83; p = 0.001; \chi^2 = 0.36$  
4. $F(1, 32) = 24.19; p = 0.001; \chi^2 = 0.43$ |
| Multimedia learning / multisensory stimulation | [Moreno, Mayer 2000]                            | Students remembered significantly less verbal material in the condition with background music. | $(M = 7.65, SD = 3.73)$ and $(M = 11.37, SD = 3.29)$; $F(1, 71) = 21.99$; $MSE = 11.61; p < 0.0001$ |
|                                | [Kartiko, Kavakli, Cheng 2009]                   | Application of animated-virtual actors (increased visual complexity) did not affect the learning outcomes. | $\chi^2 (2, N = 200) = 0.12; p = 0.94$ |

As can be seen from Table 1, the most debatable aspect of instructional design is the assessment of cognitive load, which is largely contingent on the levels of multisensory stimulation and interactivity. John...
Sweller, the developer of cognitive load theory, contended that cognitive load depended on the amount of information in working memory [Sweller 1998]. Since short-term memory is limited, the teaching methods should not overload it with additional processes that do not contribute to learning directly. Therefore, it is impossible to determine how exactly modern multimedia affect learning outcomes, as they make students process additional sensory information of various types.

The cognitive theory of multimedia learning [Mayer 2009] suggests three types of processing: extraneous processing (which does not support the instructional goal and is caused by poor instructional design or distractions), essential processing (which is aimed at representing the essential presented material in working memory and is caused by the complexity of the material), and generative processing (which is aimed at making sense of the presented material and is caused by the learner’s motivation to learn. Given that the learner’s cognitive capacity is limited, an excessive amount of sensory stimuli or distractions may have negative effects on the learning outcomes. That is to say, high-immersion virtual environments may significantly increase irrelevant cognitive load.

Cognitive processes are also substantially influenced by emotions, which modulate the selectivity of attention as well as motivate action and behavior [Tyng et al. 2017; Immordino-Yang 2015]. Positive emotions improve performance on tasks requiring creative ingenuity [Isen, Daubman, Nowicki 1987; Fredrickson 2001; Greene, Noice 1988]. Negative emotions have negative effects on learning, directing a student’s attention to themselves because they try to find ways to get rid of the bad feeling [Hascher 2010]. Student enjoyment was empirically proven to correlate with self-regulated learning and creative problem solving (0.43, p < 0.001) [Goetz et al. 2006].

Since VR technology can elicit a very strong emotion, it has great potential for simulating emotional states conducive to effective learning. Intense emotional responses in immersive environments are linked to presence: on one side, the feeling of presence is greater in the “emotional” environments; on the other side, the emotional state is influenced by the level of presence [Riva et al. 2007].

Therefore, the key to effective application of immersive environments in education is the development of fundamental principles of instructional design using psychophysiological methods of assessment that provide the most objective quantitative data on cognitive processes and emotional states. These methods measure unconscious physiological responses to environmental stimuli and allow for real-time data collection.

The most important parameters for the assessment of VR learning content include presence, cognitive load, emotional response, social interaction, and VR sickness caused by low-quality content that can lead to dizziness, nausea, high blood pressure, etc.

Table 2 provides an overview of the psychophysiological assessment methods and the vital signs monitored in VR learning environments.

<table>
<thead>
<tr>
<th>Presence</th>
<th>Cognitive load</th>
<th>Emotional response</th>
<th>Social interaction</th>
<th>VR sickness (cybersickness)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eye tracking, electrocardiography, event-related potentials</td>
<td>Eye tracking, electroencephalography, event-related potentials</td>
<td>Eye tracking, electrocardiography, electromyography, electroencephalography, electrophysiological activity, functional magnetic resonance imaging, facial coding, respiratory rate, heart rate</td>
<td>Eye tracking, electrocardiography, electromyography, electroencephalography, electrophysiological activity, facial coding, respiratory rate, heart rate</td>
<td>Electrocardiography, electrophysiological activity, facial coding, heart rate</td>
</tr>
</tbody>
</table>

Presence

The sense of presence, or “living” a learning experience, is also referred to as the feeling of “being there” or “place illusion”. Place illusion can occur in a static environment where nothing happens. When there are events in the environment that respond to the user or correlate with their actions, the user experiences an illusion of plausibility that the events are really happening. In VR learning environments, presence increases the learner’s attention, interest and motivation.

Most methods of measuring presence in immersive environments are based on psychological approaches. For example, questionnaires are used to measure such presence parameters as curiosity, concentration, challenge, control, comprehension and emotion [Qin, Pei-Luen, Salvendy 2007]. Full immersion into VR is described by eight major components: clear goals, deep involvement, no concern for the self, alteration of the concept of time, immediate feedback, reasonable chance of completion, sense of control over one’s actions, and useful experience [Csikszentmihalyi 1990].

Eye tracking is a commonly used psychophysiological technique measuring the level of immersion. In particular, findings indicate that an increase in immersion causes a significant increase in median star-
tle eyeblink amplitudes [Parsons et al. 2009]. The authors contend that “high-immersion” scenarios evoke a stronger physiological reaction than “low-immersion” scenarios. In immersive learning environments, an individual’s number of fixations per second decreases, as their attention becomes more focused [Jennett et al. 2008].

**Cognitive load** Multisensory and interactive experiences offered by immersive environments can cause cognitive overload. High levels of cognitive load caused by irrelevant cognitive processing may have a negative impact on learning. Electroencephalography, including EEG signals based on event-related potentials, is the most objective measure of cognitive load [Sterman, Mann 1995; Gerjets et al. 2014; Mühl, Jeunet, Lotte 2014; Kumar, Kumar 2016].

An increase in functional brain activity (intense attention or mental effort) suppresses α-band EEG oscillations, stimulating irregular and low-amplitude activity instead. Physiologically, this response is interpreted as desynchronized neural activity and is referred to as “neural desynchronization” or “arousal”, depending on the context in which it is recorded. Arousal occurs as a response to a new factor in the environment that requires a different level of orientation [Danilova 2001, Zenkov 2001]. A few studies using digital filters and computer analysis of EEG signals have recorded a special type of activity in the β2 band (35–45 Hz) associated with cognitive processes, in particular active attention and sensorimotor integration [Danilova 2001]. Therefore, typical changes in EEG patterns reflecting the dynamic changes in brain cortex activity may be recommended for use as indicators of mental processes corresponding to the absorption of new information, which is also true for immersive environments.

Eye movement-based analysis of cognitive load [Goldberg, Kotval 1999] reveals a number of patterns. First, more difficult processing is associated with fewer fixations (the brain cannot search for a target when busy doing a cognitive task). Second, longer fixation duration is associated with higher cognitive load (the user spends too much time processing). Third, higher ratios of time spent processing (fixation) to time spent searching (saccade) correlate with higher cognitive load in virtual environments.

Therefore, eye tracking in instructional design allows analyzing and directing the learner’s attention, minimizing the distractions, and measuring the learner’s attention to and interest in specific content elements in order to improve learning effectiveness.

**Emotional response** Emotions exert an essential influence on perception, decision making, attention, memory and other cognitive processes that are critical for learning. Automated emotion quantification and recognition is called affective computing. This methodology combines knowledge
from psychophysiology, computer science, biomedical engineering and artificial intelligence. Two approaches to emotion modelling have commonly been proposed in psychology: discrete and dimensional models. The former posits the existence of small innate sets of basic, universally expressed emotions, such as happiness, anger, irritation, etc. Dimensional models consider a continuous multidimensional space where each dimension stands for a fundamental property common to all emotions. Two of the most accepted dimensions are valence (i.e. pleasure, positive versus negative affect) and arousal (low versus high level of activation).

The past two decades have seen the arrival of new neuro- and psychophysiological techniques for studying emotional processing and its neural correlates. Several computational methods for emotion recognition based on variables associated with the central nervous system have been proposed, the most widespread one being EEG, which allows measuring emotion valence and intensity. A wider class of affective computing methods are based on changes in the autonomic nervous system. These include heart rate variability (HRV) analysis, electrocardiography (ECG), electromyography (EMG), electrodermal activity (EDA), eye tracking, and facial expression coding.

Combinations of methods provide more reliable and objective data. For instance, a new methodology for the automatic assessment of emotional responses based on ECG, EDA and respiration activity (RSP) was proposed. Results show that, when nonlinearly extracted features are used, the percentages of successful recognition dramatically increase [Valenza, Lanata, Scilingo 2012]. Another emotion recognition system based on physiological signals uses ECG and RSP data [He, Yao, Ye 2017]. In this study, a support vector machine (SVM) method was applied, which achieved a recognition accuracy of 81.82, 63.64, 54.55, and 30.00% for joy, sadness, anger, and pleasure, respectively. An emotion recognition system for affective states involving the recording of EEG and ECG signals was proposed, the model’s accuracy being 75.00% along the arousal dimension and 71.21% along the valence dimension [Marín-Morales et al. 2018].

Emotion recognition using eye tracking is largely based on measuring variations in the diameter of the pupillary aperture of the eye (pupillometry) [Granholm, Steinhauser 2004; Steinhauser et al. 1983]. Pupil dilation is normally associated with viewing pleasant pictures [Bradley et al. 2008]. However, not only emotion or sympathetic activation in response to stress, but an increase in cognitive load, attentional allocation or working memory maintenance as well can result in pupil dilation.

Facial coding is based on specific motion recognition and identification algorithms. Facial coding technology normally implies an algorithm of three steps: (i) automatic face detection using the Viola–Jones cascade classifier; (ii) detection of characteristic facial features within the detected face using such landmarks as eyes, eye and
mouth corners, nose tip, mouth shape, etc.; and (iii) identification of characteristic features, or translation of facial features into metrics [Yarosh et al. 2020]. An example of this technology is Microsoft Azure (Table 3), which offers cloud-based algorithms for face detection, recognition and analysis [Eremenko, Ulanovskaya 2020].

Emotion recognition based on facial coding has been quite a success. For example, matching scores of 89% were reported for recognition of facial expressions when validating FaceReader, automated facial coding software [Lewinski, Uyl, Butler 2004].

Social interaction

“Eye-to-eye” interaction is a critical component of learning that can make statements sound more approving, supportive or credible.

There has been little research on social interaction in VR learning environments. Most of the available studies explore social interaction in online games or in “communication” with computer avatars as well as the perception of avatars, e.g. the influence of the type of opponent in video games (computer, friend, or stranger) on presence, emotional reactions and threat and challenge appraisals [Ravaja et al. 2006]. Analysis of EDA and facial EMG activity as well as self-reported perceptions indicate that playing with a friend elicits more arousal and positive valence than playing with a stranger. The presence of another person increases player involvement and enthusiasm, prompting them to choose a higher level of difficulty.

Psychophysiological methods have been used to examine social interaction involving three-dimensional digital human representations—virtual human avatars or computer “agents”. In particular, interpersonal distance was found to be regulated by participant gender, perceived avatar gender, and mutual gaze behavior [Bailenson, Blas-

Table 3. An example of presenting the output of an emotion recognition algorithm (Microsoft Azure)

<table>
<thead>
<tr>
<th>Numeric values</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output 1: 0.00000087;0.050074505;0;0;0.001000474; True;</td>
<td>Anger</td>
</tr>
<tr>
<td>Output 2: 0;0;0;0;8; True;</td>
<td>Contempt</td>
</tr>
<tr>
<td>Output 3: 0;0;0;0; False</td>
<td>Disgust</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| *identification of the respective emotion in a photo corresponds to a value between 0 and 1.*

Learning content of poor quality inhibits the absorption of educational material. In extreme cases, it causes VR sickness (cybersickness), which may involve dizziness, nausea, high blood pressure and increased heart rate. A questionnaire proposed to measure cybersickness consisted of 16 questions about symptoms, which were divided into three main categories: (1) nausea (general discomfort, increased salivation, sweating, nausea, difficulty concentrating), (2) oculomotor symptoms (general discomfort, fatigue, headache, eyestrain, difficulty concentrating, blurred vision); and (3) disorientation (difficulty focusing, nausea, blurred vision, dizziness with eyes open/closed) [Kennedy et al. 1993].

Post-tests are used to assess the overall body reaction to virtual learning content, and psychophysiological methods allow identifying what exactly and when caused the discomfort and symptoms of cybersickness. This is achieved by monitoring the EDA signals, hemodynamic metrics (blood pressure and heart rate), and respiratory rate and rhythm. Symptoms of cybersickness and changes of brain regional activity were investigated using EEG-based source localization, before and after a VR experience involving a smartphone-assisted head mount display [Kim et al. 2019].

Hemodynamic metrics are good indicators of stress. For example, an analysis of systolic and diastolic blood pressure as well as heart rate before and after a VR and hypermedia-based learning experience revealed an increase in blood pressure in VR learning environments, which may indicate an increased sympathetic tone of the autonomic nervous system that mediates response to stress—in this case a new format of learning. Meanwhile, learning in hypermedia-based environments, more familiar to students, showed a decrease in blood pressure, which may indicate less strain in the sympathetic division of the nervous system [Astafurov et al. 2020].

Neurophysiological techniques have been applied successfully in instructional design. Assessment of the learning content may be performed before, during and after the interaction, which is an undeniable advantage of such methods.

Table 4 presents the most accessible tools for neurophysiological research—metrics and their interpretation.

Therefore, objective psychophysiological methods can be used to achieve strategic and tactical goals in VR instructional design. Strategically, they allow evaluating the feasibility of innovative education-
<table>
<thead>
<tr>
<th>Cognitive and affective processes</th>
<th>Neurophysiological methods of measurement</th>
<th>Metrics</th>
<th>Interpretation</th>
<th>Applications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attention and interest</td>
<td>Video-oculography</td>
<td>Oculomotor activity metrics</td>
<td></td>
<td>Managing the learner’s active attention to and interest in the learning content. The optimal response criteria include maintained interest and patterns of visual attention typical of effective learning</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Heat maps</td>
<td>Color contrasts are used to demonstrate areas of visual attention and interest</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Time to first fixation (TTFF)</td>
<td>Describes the process of searching for the area of interest, i.e. which parts of the visual stimulus are of priority to the observer</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ratio of first fixation duration to TTFF</td>
<td>A short TTFF and a long first fixation duration indicate that the visual object is highly attractive</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Saccades</td>
<td>The number of saccades increases when viewing uninteresting content [Grobelny et al. 2006]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fixations</td>
<td>Refixations indicate the number of times the person revisits the area of interest</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Blink rate</td>
<td>A low blink rate indicates a high level of concentration [Yarosh et al. 2020]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>EEG</td>
<td>Changes in the typical EEG power spectral frequencies</td>
<td>Theta rhythm is used to measure the level of interest in the presented material</td>
</tr>
<tr>
<td></td>
<td>Automated facial coding</td>
<td>Metrics for the automatic emotion recognition based on analysis of typical facial features</td>
<td>Identification of emotions: joy, fear, anger, surprise, contempt</td>
<td>Modelling the desired emotional states in learning</td>
</tr>
<tr>
<td>Emotions</td>
<td>EEG</td>
<td>Changes in the typical EEG power spectral frequencies</td>
<td>Indicators of cognitive processes: neural desynchronization; increase in the high-frequency bands of the EEG power spectrum (beta-1 and beta-2 rhythms)</td>
<td>Achieving an optimal level of cognitive load for VR learning environments. Neural desynchronization is considered the criterion for optimal response in EEG patterns of learners in immersive environments</td>
</tr>
<tr>
<td>Cognitive load</td>
<td>EEG</td>
<td>Changes in the typical EEG power spectral frequencies</td>
<td>Indicators of cognitive processes: neural desynchronization; increase in the high-frequency bands of the EEG power spectrum (beta-1 and beta-2 rhythms)</td>
<td>Achieving an optimal level of cognitive load for VR learning environments. Neural desynchronization is considered the criterion for optimal response in EEG patterns of learners in immersive environments</td>
</tr>
<tr>
<td></td>
<td>Video-oculography</td>
<td>Oculomotor activity metrics</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fixations</td>
<td>Duration of fixation is dependent on how easy or difficult the display is to process [Renshaw et al. 2004]. The number of fixations increases in high cognitive load scenarios [Grobelny et al. 2006]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pupillary response</td>
<td>Pupil dilation is associated with higher cognitive load [Poole, Ball, Phillips 2006]</td>
<td></td>
</tr>
<tr>
<td>VR sickness</td>
<td>Arterial tonometry with pulse (heart rate) measurement</td>
<td>Hemodynamic metrics (systolic and diastolic blood pressure, heart rate)</td>
<td>Emotional stress assessment based on changes in blood pressure and heart rate (increased BP and HR)</td>
<td>Identifying and preventing the symptoms of VR sickness in immersive learning environments. A maximum increase of 10% in heart rate and blood pressure is considered the criteria for optimal hemodynamic response</td>
</tr>
</tbody>
</table>
al technology and discriminating between efficient learning tools and fashion statements. Tactically, psychophysiological techniques may be used for elaborating the fundamental principles of effective VR instructional design, assessing the level of physical and psychological comfort in immersive environments with the help of various devices, and analyzing the individual behavior of students in VR learning environments.

Conclusion

This review of literature on the impact of virtual environments on learning effectiveness shows that the study of such VR parameters as presence, interactivity, social interaction and multisensory stimulation should be focused on assessing the quality of knowledge acquired in such environments as well as the risks of experiencing cybersickness symptoms.

Objectiveness in assessing the impact of immersive environments on the quality of learning can be provided by a broad range of psychophysiological measures (eye movement tracking, electroencephalography, electrocardiography, electromyography, functional magnetic resonance imaging, etc.) and physiological parameter monitoring in field experiments. It may be recommended to record a minimum of three vital signs reflecting the level of active attention, cognitive load and the risks of experiencing VR sickness symptoms to optimize psychophysiological observations.

VR instructional design assessment using objective psychophysiological methods at the stage of development will contribute to the integration of state-of-the-art technology in online education and improve learning effectiveness.
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