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Abstract. The last three decades have 
seen an increase in researchers’ inter-
est in international comparative assess-
ments of educational outcomes, particu-
larly at the level of secondary schools. 
Achieving cross-national comparability 
is the main methodological challenge 
in the design of such studies. Cross-na-
tional comparability of test scores im-
plies that the measure operates similar-
ly across all the participating countries, 
regardless of their linguistic and cultur-
al differences. The process of achiev-
ing cross-national comparability in high-
er education is more complicated due 

to specific features of higher education. 
This article explores the modern under-
standing of cross-national comparabili-
ty of student assessment results and the 
possible ways of achieving it. It analyzes 
the specific aspects of higher education 
that complicate standardized measure-
ment of educational outcomes and trivial 
achievement of cross-national compara-
bility. The process of designing and con-
ducting the Study of Undergraduate Per-
formance — an international comparative 
research project aimed to assess and 
compare higher engineering education 
across nations — is described as an ex-
ample of overcoming those challenges.
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ments, cross-national comparability of 
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Approaches to education system development drawing on human 
capital theory substantiate economic interest in education. In an effort 
to explain the economic success of developed countries, research-
ers tend to treat human competencies as public and private invest-
ment increasingly often [Marginson 2019]. The logic of investment at 
the core of “human capital” as a concept propelled the development 
of education policies around the world [Kuzminov, Sorokin, Froumin 
2019]. The 20th century witnessed an unprecedented increase in the 
number of educational institutions and enrollment, education econo-
mists say. Remarkably, while a substantial proportion of national ex-
penditures was channeled to primary and secondary education dur-
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ing the first half of the 20th century [Meyer, Ramirez, Soysal 1992], the 
second half saw an increase in the number of higher education insti-
tutions (HEI) [Cantwell, Marginson, Smolentseva 2018].

Indicators used to evaluate the impact of education on human cap-
ital have been constantly growing in number and improving in accura-
cy. The earliest studies conducted by the founders of human capital 
theory to measure human competences used such variables as years 
of school attainment (e. g. [Schultz 1961]). The resulting findings were 
helpful for substantiating the role of budgetary decision making in ed-
ucation and the economic approach to this sphere of social relations 
in general. Later research showed, however, that years of schooling 
alone were not enough to measure educational outcomes (e. g. [Ha-
nushek, Woessmann 2008]). This resulted in a boom of internation-
al comparisons of educational achievements, starting with the 1980s. 
Stakeholders’ desire to verify investment feasibility and return, along 
with the intention to borrow best practices, drove the need for measur-
ing educational outcomes and comparing the results across countries.

Using cross-national measures finely tuned to assess subject-spe-
cific competencies is fraught with a number of challenges, compara-
bility being the most critical one, especially in higher education.

This study has two main goals, (i) to explore the methodological is-
sues of achieving cross-national comparability of test scores and (ii) 
to devise a methodology of doing cross-national assessments in high-
er education that will minimize the risk of non-comparability and con-
trol for the specific features of higher education. The first part of the 
article explores the modern understanding of comparability in student 
assessments. Next, the existing methods of achieving cross-national 
comparability in International Comparative Studies (ICS) for quality of 
education are compared, which is followed by a description of specif-
ic methodological issues associated with ICS in higher education. Fi-
nally, ways of solving those issues are analyzed using the example of 
the Study of Undergraduate Performance, one of the few internation-
al student assessments in higher engineering education.

The problem of comparability in assessment comes up every time re-
search findings are used to compare different groups, so challenges 
associated with ICS in education represent a special case of a broad-
er psychometric problem. It was in 1984, after the case of Golden 
Rule Life Insurance Company v. John E. Washburn1, that comparabil-
ity in educational assessment became a subject of public discussion 
for the first time. The suit was initiated by the insurance company to 
seek damages and fees from the Illinois department of Educational 

 1 Golden Rule Insurance Company et al. v. Washburn et al., 419–76 (stipula-
tion for dismissal and order dismissing case, filed in the Circuit Court of the 
Seventh Judicial Circuit, Sangamon County, IL, 1984).
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Testing Service (ETS) on the grounds that the ETS examination was 
discriminated against black Americans. The plaintiff and the defend-
ant reached an out-of-court settlement in 1984, with ETS assuming 
an obligation to revise all of its standardized tests to eliminate the bi-
ased items.

Cross-group comparability of test results implies that the meas-
ure functions similarly across all the subsamples, whether partici-
pants are grouped by age, gender, native language, or ethnicity [Mer-
edith 1993]. Otherwise speaking, representatives of all the groups 
should equally interpret the theoretical construct of interest and its re-
lation to the items. If no measurement invariance is established, it will 
be impossible to say whether the differences observed between the 
groups (or the absence of such) result from unequal functioning of the 
measure across the samples or from objectively existing differences 
in the level of ability or trait [Borsboom 2006; Schmitt, Kuljanin 2008]. 
Achieving comparability is especially challenging in ICS, as specific 
cultural and linguistic features get in the way.

There is a direct relationship between measurement validity and 
measurement invariance in ICS. For instance, a popular approach 
to validity defines this property of assessment as a sum of evidence 
supporting the interpretation of test scores [American Educational 
Research Association, American Psychological Association, National 
Council on Measurement in Education 2014]. Therefore, since meas-
urement instruments are used for comparative analysis, comparabili-
ty of test results should be verified. In addition, it has been shown that 
low measurement invariance may lead to unsatisfactory psychometric 
properties of tests in cross-national assessments [Church et al. 2011].

One of the most widespread approaches to establishing measurement 
invariance across countries was proposed by European researchers 
Fons van de Vijver and Norbert K. Tanzer, who identified three levels of 
equivalence [van de Vijver, Tanzer 2004]: construct, method, and item. 
Construct equivalence implies that the construct structure is the same 
across all the cultural groups involved. Method equivalence means 
equivalence of data collection procedures, samples, etc. across the 
countries. Item equivalence is obtained when tests in all the partici-
pating countries function equally at all levels of ability, i. e. there is no 
Differential Item Functioning (DIF) bias. Below, we will dwell on all the 
three levels of comparability, which correspond to three types of bias.

If no construct equivalence is not achieved, the construct will be 
interpreted in conceptually different ways by respondents in different 
countries. Construct comparability is established by obtaining theo-
retical and empirical evidence of the construct’s structural similarity 
across all the cultural groups involved. At the preliminary stage, ex-
pert analysis of the construct components is a critical procedure, in 
which relevance of each component to every group of prospective 
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testees is assessed [Carmines, Zeller 1979; Wynd, Schmidt, Schaefer 
2003]. A major challenge associated with this procedure is the choice 
of experts, who must be well-informed of how the construct interferes 
with country-specific cultural features and how it manifests itself with-
in each of the national samples as a result of such interferences. The 
stage of item development begins as soon as experts have identified 
the construct aspects that are equally relevant across the samples, 
and the corresponding behavioral indicators.

Post-hoc procedures designed to achieve construct comparabil-
ity usually represent analysis of how items (or other behavioral indi-
cators) are grouped, i. e. they serve to detect structural differences in 
the latent variables used for differentiating among the respondents. 
If measure dimensionality differs across the groups  — for instance, if 
supposedly a single latent variable breaks into two or more variables 
in only one group — the results obtained in different countries will be 
incomparable.

The most common method biases include differences in environ-
mental administration conditions, incomparability of samples, ambig-
uous instructions for testees, differential familiarity with response pro-
cedures, differential response styles, etc. [van de Vijver, Tanzer 2004]. 
Such sources of non-equivalence may become critical for compara-
bility when they are not controlled for [Davidov et al. 2014].

To achieve method comparability, all the measurement procedures 
should be completely standardized. For example, a large section of 
PISA technical reports is devoted to description of all the testing pro-
cedure requirements [OECD2015].

Post-hoc statistical analysis of method comparability remained 
unstudied for a long time of the history of ICSs, as it requires col-
lection of data on the process of testing, not only the results  — which 
were traditionally the focus of psychometric studies throughout the 
greater part of the 20th century. However, advancements in comput-
er-based testing technology made it possible to collect data on re-
spondents’ behavior while test administrating, which soon gave rise 
to publications analyzing the process and strategies of task perfor-
mance. (Such data is often referred to as collateral information in sci-
entific literature [Mislevy 1988].) The article by Wim J. van der Linden, 
who uses modeling of response time on test items [van der Linden 
2007], is one of the corner stones that gave rise to this movement in 
psychometrics. Later studies analyzed not only response times but 
also researchers’ perceptions of the sequence of choices made by 
respondents [Jeon, de Boeck 2016] and changes in their cognitive 
strategies when answering different items (e. g. [Tijmstra, Bolsinova, 
Jeon 2018]). On the whole, this area of psychometric research is one 
of the most thriving today.

The article by Louis Roussos and William Stout [Roussos, Stout 
1996] is a major work on measurement item comparability. Item bias 
normally implies that certain items contain additional latent dimen-
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sions — secondary constructs which are also measured by the task 
and differ across the national groups of respondents. Possible sourc-
es of item bias usually include poor item translation, ambiguities in the 
original item, low familiarity/appropriateness of the item content in 
certain cultures, and influence of cultural specifics such as nuisance 
factors or connotations associated with the item wording [van de Vi-
jver, Tanzer 2004].

To avoid item bias, test developers usually resort to various formal-
ized translation procedures, such as forward and backward translation, 
where the original item and its detailed description are first translat-
ed into a foreign language and then back, by two different translators. 
Originally, the procedure was believed to enable test developers to 
capture subtle shifts in the meaning of items [e.g., Hambleton 1993]. 
However, this method is also one of the most criticized in scientific lit-
erature [e.g. Brislin 1970], since it may result in numerous iterations 
without any significant improvement in the quality of adapted versions. 
Alternative procedures include:

• Double translation and reconciliation (two or more translators in-
dependently translate the source version, including the descrip-
tion; then, a domain expert reconciles these translations into a sin-
gle national version [OECD2017; 2016]);

• Translation in groups (a group of translators meets face to face 
and translates every item together, one by one [Hambleton, Kan-
jee 1995]);

• Translation by bilinguals, who are not just qualified translators but 
also native speakers of two or more languages, living in bilingual 
environments since early childhood and thus having a strong “feel” 
for the language [Annette, Dannenburg, Janet 1994]; and

• Numerous combinations of the above techniques (e. g. [Lenz et 
al. 2017]).

Differential Item Functioning (DIF) analysis [Holland, Wainer 1993] 
is one of the most commonly applied techniques of post-hoc statis-
tical analysis in measurement invariance evaluation. DIF analysis is 
used to find out whether items demonstrate comparable psychomet-
ric characteristics across the groups while controlling for the level of 
target ability or trait.

Methodological literature on achieving item comparability empha-
sizes the importance of interpreting the statistics after completing the 
phase of statistical analysis (e. g. [Wang, Shih, Sun 2012]). In particu-
lar, it is shown that if a test item demonstrates incomparable psycho-
metric characteristics but domain and cross-cultural experts are una-
ble to provide any contensive explanation for the differences, the item 
should not be regarded as biased.

In case some of the test items exhibit DIF, special procedures are 
required to neutralize that effect  — such as scale purification, where 
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DIF items are removed from the tests [Magis, Facon 2013]. Howev-
er, this may result in a content imbalance, which poses risks for con-
tent validity of inferences drawn from the comparison. In addition, item 
purification may increase measurement error, thus reducing test re-
liability. Item splitting is an alternative procedure that is only possible 
within the framework of item response theory [Brodersen et al. 2007]: 
an item functioning unequally in different groups is treated as a set of 
group-specific items, which may feature parameters differing across 
the groups. This approach allows balancing content validity of a test 
at the national scale and avoid increasing measurement error, while 
maintaining the psychometric characteristics at an acceptable level.

Another popular approach to achieving cross-national compara-
bility in educational assessment was proposed by Kadriye Ercikan and 
Juliette Lyons-Thomas [Ercikan, Lyons-Thomas 2013], who identified 
several categories of potential differences that affect comparability of 
test scores and validity of inferences drawn from comparison:

1) Differences in the sample;
2) Differences in the construct (non-equivalence of psychological 

reality behind the construct assessed, which stems from cultur-
al differences);

3) Differences in the measurement instrument (DIF in the first place, 
but also linguistic differences and associated differences in infor-
mation presentation);

4) Differences in the instrument administration procedures;
5) Differences in the item response procedures (first of all, item pro-

cessing strategies).

Obviously, the two theoretical frameworks described above have a 
lot of parallel features to them and consider similar sources of bias. 
Besides, both frameworks implicitly suggest that elimination of such 
sources of bias (i. e., reasons for incomparability) automatically leads 
to achieving cross-national comparability of test results. The approach 
proposed by Ercikan and Lyons-Thomas appears to be more conven-
ient for adapting the already existing measures to new national sam-
ples, as it allows eliminating the major sources of bias at every stage 
of instrument design and measurement result analysis. Meanwhile, it 
would be reasonable to use the framework offered by van de Vijver and 
Tanzer when developing tests from scratch specifically for cross-na-
tional assessment, as it integrates various sources of bias and exam-
ines them at all levels of instrument development.

Modern studies describe challenges in achieving cross-national com-
parability of test results regardless of the stage of formal education 
at which CIS are performed [Kankaraš, Moors 2014]. In particular, 
methodological challenges include differences in cultural and eco-
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nomic environments in which education systems are compared [Bray, 
Thomas 1995] and in the way those systems are organized [Schnei-
der 2009].

However, higher education has some distinctive features affect-
ing the procedures of measuring student achievement. Assessment 
in higher education is different from that at the secondary education, 
where advancement in ICS methodology is promoted by a number 
of large-scale international comparative studies, such as PISA and 
TIMSS [OECD2017; Martin, Mullis, Hooper 2016].

Assessment of Learning Outcomes in Higher Education (AHELO) 
was one of the first projects designed to compare higher education 
systems in different countries [Tremblay 2013] and the one that re-
vealed the specific nature of cross-national assessment in higher ed-
ucation. Criticism faced by the project formed the basis for nearly all 
methodological developments in international comparative higher ed-
ucation research.

ICSs in higher education differ from those at other educational 
stages due to the following specific features:

• Great curriculum variance within countries (even within majors 
in the same country) and wide curriculum differences across the 
countries, as compared to largely standardized curricula in sec-
ondary education [Zlatkin-Troitschanskaia et al. 2017]. For this 
reason, it is hard to find suitable source material to ensure that 
achievement tests are not biased against any group. Incompliance 
of measurement instruments to this requirement was one of the 
main points of criticism against AHELO [Altbach 2015];

• High selectivity in higher education, which results in longitudi-
nal studies being preferred over cross-sectional ones. Criticism 
of AHELO was largely founded on the lack of attention for longi-
tudinal changes in the indicators. Not so much does the lack of 
a dynamic perspective make it difficult to achieve measurement 
invariance as it complicates ICS design and, consequently, the 
evaluation of comparability and the choice of source material:

 – If higher education is more selective in one country and less 
so in another, a cross-national comparison will be challenged 
by biased estimators of population parameters, as part of the 
of the differences observed will be explained by highly selec-
tive admission. In addition to cross-sectional comparison, such 
studies require measuring the institution’s contribution to stu-
dent success, i. e. a longitudinal design [Jamelske 2009];

 – Even within national samples, HEIs may differ in their selectivi-
ty. Top universities select the most talented candidates, which 
makes it difficult to measure the institution’s contribution to stu-
dent progress. However, estimation of this factor is extremely 
important for assessments in higher education, as the cohort 
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participation rate is far not as high as in secondary education 
[Jamelske 2009];

 – Students failing to meet educational standards risk being ex-
pelled. It was shown on a dataset covering 18 OECD countries 
that on average 31% of students did not complete the tertiary 
studies for which they enrolled. Besides, the indicator varied es-
sentially from 10% in Japan to 54% in the United States. There-
fore, test scores should be adjusted for student retention rate 
to avoid bias when measuring the institution’s contribution 
[OECD2010];

• Student achievement-centered approach as a requisite for an ed-
ucational assessment to be relevant to the education system. For 
instance, comparison of a newly-developed education program 
to the one that has been in place for a few years does not stand 
up to scrutiny. Fine-tuning of education programs may take dec-
ades even in signatory countries of the Bologna Process [Rauh-
vargers 2011]. A separate challenge consists in the evaluation of 
higher-order thinking skills [Zlatkin-Troitschanskaia, Pant, Greiff 
2019]. Some countries and universities focus on fostering high-
er-order thinking, while others focus on domain-specific knowl-
edge; this difference adds up to the difficulty of achieving meas-
urement invariance;

• A high risk of test data misuse. Awareness of the potential impact 
of assessment on institutional autonomy and academic freedom 
may result in deliberate bias at various levels of test administra-
tion. This problem is emphasized in the AHELO project documen-
tation. AHELO-like assessments are not envisaged as ranking 
tools, yet there have been documented attempts to misuse their 
results [Tremblay 2013]. In particular, HEIs may try to inflate their 
performance level to raise their rankings. Therefore, misuse of test 
data may lead to incorrect, unsubstantiated conclusions and bias 
in data collection [Ibid.];

• Students’ motivation for participation as a prerequisite for reliable 
test results. Unless students are motivated to do their best, their 
performance cannot be used as an indicator of higher education 
quality. Developers of ICS in education try to minimize the risk of 
wrongful conclusions affecting the education system (e. g. by an-
onymizing respondent data, avoiding rankings, etc.). This may 
produce “low-stakes” testing situations where respondents are 
not motivated to give their best effort. Under conditions like that, 
students’ answers cannot be expected to actually reflect the qual-
ity of education at their HEI, so additional motivational tools have 
to be used [Banta, Pike 2012]. Not only does students’ motiva-
tion influence measurable learning outcomes but it can also vary 
across countries, which complicates achievement of cross-na-
tional comparability of test scores [Goldhammer et al. 2016].
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To minimize the risk of cross-national incomparability in higher educa-
tion assessments, allowance should be made for all of the factors list-
ed above — which are by far less powerful at other educational stages. 
Therefore, ICS in higher education are essentially distinct from those 
in other subdivisions of formal learning due to the specific features 
of the higher education system, which affects research methodology.

The Study of Undergraduate PERformance (SUPER-test) is a project 
designed to assess the quality of computer science and electrical 
engineering skills in higher education across national representative 
samples from Russia, India, China, and the United States [Loyalka et 
al. 2019] and to identify institutional and individual factors that influ-
ence student achievement in computer science majors. Data was col-
lected in two stages from two cohorts, allowing to measure students’ 
individual skills, see how they changed in two years, and evaluate the 
HEI’s contribution to student progress (baseline assessments in the 
1st and 3rd years, and outcome assessments in the 2nd and 4th years).

The project toolset includes a combination of techniques to meas-
ure students’ competencies in general and specialized disciplines and 
their higher-order thinking skills (relational reasoning, critical think-
ing, and creativity) and a series of questionnaires for students, fac-
ulty, and administrators to collect a large amount of contextual infor-
mation. The survey was computer-assisted, which not only optimized 
the data collection procedure but also allowed obtaining data on re-
spondent behavior in the survey.

SUPER-test instrument development procedures used van de 
Vijver and Tanzer’s approach [van de Vijver, Tanzer 2004] to achieve 
maximum possible comparability across the countries. The three lev-
els of equivalence assessment proposed by van de Vijver and Tan-
zer do not coincide with stages of test development. Moreover, a de-
sign process based on that approach requires integration of all the 
three levels at each stage of design. As the SUPER-test project was 
being developed, some stages of instrument design targeted more 
than one level of comparability. Sample comparability is not an issue 
in this case as the target audience is narrowly defined by the project 
objectives.

The first step involved analysis of test content and construct validi-
ty by national education experts, who evaluated content domains and 
subdomains in education as well as items measuring skills in specif-
ic disciplines. The purpose of this step was to ensure construct com-
parability across the countries. Experts were recruited from a number 
of highly-selective and regular HEIs in China, Russia, India, and the 
United States. National experts in tertiary computer science and elec-
trical engineering education were invited to select elements of con-
tent to be measured. They singled out the content domains covered 
in every country in conformity to national curricula. Next, the selected 
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elements of content were translated into the national languages of the 
participating countries by a team of qualified translators and domain 
experts who were native speakers of the target language. After that, 
the national education experts ranked all the listed areas of potential 
test content in order to identify the most important topics for gradu-
ates’ future career success. The resulting rankings were processed 
using the multi-facet Rasch model so as to determine the most rel-
evant areas and avoid researcher effects and expert bias (e. g. [Zhu, 
Ennis, Chen 1998]).

As soon as the most important areas of professional competence 
had been objectively established, it was time for item selection. At 
that stage, item comparability had to be achieved. In a joint effort of all 
the experts, an extensive pool of items was generated, which includ-
ed every single item that any of the experts felt it necessary to submit. 
Next, that pool was sifted step by step against a series of criteria and 
assessment procedures. First of all, expert evaluation was applied — 
same as with the elements of content. The item evaluation criteria in-
cluded expected item difficulty, the amount of time that an average 
student would spend on the item, cognitive load required to answer 
the item correctly, etc. Such evaluation allowed to select items meas-
uring the most significant, cross-nationally relevant elements of con-
tent for the pilot study.

The pilot study was performed to establish cross-national com-
parability of test scores at all levels at once. First, a series of think-
aloud interviews and cognitive labs was carried out in the participating 
countries to find out how respondents from the target audience per-
ceived and processed information contained in the test items. Feed-
back from every country was documented and translated into foreign 
languages, allowing to identify the most ambiguous and confusing 
items. In particular, nationally conditioned difficulties with task under-
standing were considered at that point. Then, another series of brief 
pre-tryouts were carried out, followed by focus groups in which the re-
spondents were asked to discuss the test material and their percep-
tion of the items. That stage was designed to analyze not so much the 
test content as the methods of content presentation and organization 
as well as respondents’ recommendations on improving the testing 
procedure. That portion of tryouts served to establish method com-
parability by analyzing item response strategies, measuring respond-
ent familiarity with the particular types of tasks, and finding methods 
of testing standardization that would be acceptable for respondents 
in all the participating countries.

That done, the test administration procedures were fully standard-
ized and agreed with representatives of all the participating countries 
in order to allow for objective evaluation of item characteristics.

The next phase of test development was that of large pilot studies, 
in which psychometric characteristics of the items were assessed to 
control for construct comparability (using psychometric evaluation of 
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the number of latent traits measured by the instrument) and item com-
parability (DIF analysis). From stage to stage, the pool of items re-
duced as the most troubling items were sorted out, such as those with 
the most ambiguous wording (including those displaying high trans-
lation ambiguity and terminology variation) and the ones that caused 
difficulty making sense of the graphic representation. In addition, the 
actual tryouts allowed elaborating the instructions given to testees 
and test administrators, which contributed as well to method compa-
rability and student motivation [Liu, Rios, Borden 2015].

After that, nationally representative samples were drawn from all 
the participating countries. The sampling procedure controlled for re-
spondent clustering to reduce the costs of research. Random sam-
pling was used to provide method comparability of test scores.

Data collection was followed by post-hoc analysis to ensure 
cross-national measurement invariance. The statistical procedures 
used in SUPER-test lie within the framework of item response the-
ory, so they are contingent on a particular measurement instrument. 
Cross-national construct comparability was verified using assessment 
of local item independence for unidimensional instruments [Kardano-
va et al. 2016] and bifactor structural modeling [Wang, Wilson 2005] 
for composite measures [Dumas, Alexander 2016]. Cross-national 
method comparability was evaluated using generalized item response 
tree models [Jeon, de Boeck 2016] controlling for response times 
[Molenaar, Tuerlinckx, van der Maas 2015]. Item comparability was 
tested using the most well-researched and widely applied methods of 
DIF analysis [Rogers, Swaminathan 1993]. Describing those proce-
dures is beyond the scope of this paper as they represent implemen-
tation of some isolated statistical methods.

The methodology described above allowed developing measure-
ment instruments that made it possible to compare engineering un-
dergraduates’ competencies across countries. Besides, subsequent 
statistical analyses used in the project assessed cross-national com-
parability of the data collected.

Methodology of international comparative educational research is 
largely driven by studies measuring performance of school students, 
such as PISA and TIMSS, which laid the foundation of ICS adminis-
tration and shaped the traditional understanding of ICS design and 
goals. The recent years have seen a growing need for similar research 
methods in higher education. However, attempts to apply ICS meth-
odology to higher education have shown little success so far.

Experience with the AHELO project prompted the develop-
ment of other higher education assessment initiatives (e. g. [Zlat-
kin-Troitschanskaia et al. 2017; Shavelson, Zlatkin-Troitschanskaia, 
Mariño 2018; Aloisi, Callaghan 2018]), but it also demonstrated that 
using conventional approaches in measurement instrument design 
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was a bad strategy for ICSs in higher education. Given the great vari-
ety of education programs, it is extremely difficult to obtain interpret-
able test results even from different universities within a country, let 
alone cross-national assessment scales. Methodological challenges 
specific to higher education complicate implementation of such pro-
jects in higher education.

Subsequent projects, SUPER-test in particular, provide convinc-
ing evidence that ICSs in higher education are not impossible. How-
ever, essential design modifications are necessary, first of all to en-
sure cross-national comparability of test scores. Such modifications 
should be based on one of the approaches to cross-national compa-
rability that systematize the sources of bias and provide a coherent 
theoretical framework for understanding them and minimizing their 
impact. The SUPER-test project uses the approach proposed by van 
de Vijver and Tanzer [van de Vijver, Tanzer 2004], which is optimal for 
designing a measure from scratch, naturally making developers con-
trol for all the three levels of comparability: construct comparability 
(equivalence of construct structure and meaning), method compa-
rability (equivalence of data collection procedures), and item com-
parability (psychological meaning of each isolated indicator). Using 
this approach resulted in producing an ICS methodology that is in-
herently designed to develop instruments for cross-national assess-
ment. The methodology of instrument development described in this 
article is highly universal and can be used in other ICSs of education-
al achievements.
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